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Krzysztof Dembczyński1, Wojciech Kotłowski1, and Roman Słowiński2
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Abstract. From the beginning of machine learning, rule induction has been re-
garded as one of the most important issues in this research area. One of the first
rule induction algorithms was AQ introduced by Michalski in early 80’s. AQ, as
well as several other well-known algorithms, such as CN2 and Ripper, are all
based on sequential covering. With the advancement of machine learning, some
new techniques based on statistical learning were introduced. One of them, called
boosting, or forward stagewise additive modeling, is a general induction proce-
dure which appeared to be particularly efficient in binary classification and re-
gression tasks. When boosting is applied to induction of decision rules, it can
be treated as generalization of sequential covering, because it approximates the
solution of the prediction task by sequentially adding new rules to the ensemble
without adjusting those that have already entered the ensemble. Each rule is fitted
by concentrating on examples which were the hardest to classify correctly by the
rules already present in the ensemble. In this paper, we present a general scheme
for learning an ensemble of decision rules in a boosting framework, using dif-
ferent loss functions and minimization techniques. This scheme, called ENDER,
is covered by such algorithms as SLIPPER, LRI and MLRules. A computational
experiment compares these algorithms on benchmark data.

1 Introduction

We consider the classification problem that consists in assigning objects described by
several attributes to pre-defined decision classes. Using a set of training examples, our
task is to build a classifier that assigns new objects to decision classes as accurately as
possible. There are several learning algorithms introduced for this task. In the following,
we consider classifiers based on decision rules.

Decision rule is a logical statement of the form: i f [condition], then [decision]. If
an object satisfies the condition part of the rule, then the decision is taken; otherwise
no action is performed. A rule can be treated as a simple classifier that gives a constant
response for the objects satisfying the conditions, and abstains from the response for
all other objects. The main advantage of decision rules is their simplicity and human-
readable form.

Induction of decision rules has been widely considered in the early machine learning
approaches [1, 2, 3, 4]. The most popular algorithms were based on a sequential cov-
ering procedure (also known as separate-and-conquer approach). According to [4], this
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procedure can be described as follows: “learn a rule that covers a part of the given train-
ing examples, remove the covered examples from the training set (the separate part) and
recursively learn another rule that covers some of the remaining examples (the conquer
part) until no examples remain”.

Apart from the sequential covering, some other approaches to rule induction ex-
ist. For instance, the apriori-based algorithms are also used for induction of predictive
rules [5, 6]. There are several rule-based approaches of lazy learning type [7, 8], pos-
sibly combined with instance-based methods [9, 10]. Other algorithms are based on
Boolean reasoning and mathematical programming [11]. Let us also notice that decision
rule models are strongly associated with rough set approaches to knowledge discovery
[12, 13, 14, 15, 16, 17].

Recently, some new algorithms have been introduced that follow another approach
to rule induction. They treat decision rules as subsidiary, base classifiers in the ensem-
ble. More precisely, decision rule classifiers are built using boosting [18] or forward
stagewise additive modeling [19]. The examples of such algorithms are SLIPPER [20],
LRI [21], RuleFit [22], and MLRules [23]. We will refer to this family of algorithms as
boosted decision rules.

In this paper, we discuss the relation between sequential covering and boosted deci-
sion rules. As we will see, these two procedures are quite similar and the latter can be
seen as a generalization of the former. We will show a general scheme for rule induc-
tion that we called ENDER. Different rule learning algorithms fall into this scheme as
special cases.

The paper is organized as follows. Section 2 states formally the problem of classifi-
cation. In Section 3, the decision rule is defined. Sequential covering is briefly described
in Section 4. We show how the boosted decision rules are related to sequential covering
in Section 5. Two instances of boosting algorithms for rule induction, SLIPPER and
MLRules, are also described there. Several extensions of boosted decision rules are dis-
cussed in Section 6. Experimental comparison of different rule induction algorithms is
given in Section 7. The last Section concludes the paper.

2 Classification Problem

We consider the classification problem in which the aim is to predict for an object an
unknown class label of attribute y taken from set {1, . . . ,K}, knowing joint values of
attributes x = (x1,x2, . . . ,xn) ∈ X . The task is to find function f (x), called classifier,
that predicts accurately the value of y. The accuracy of a single prediction is measured
by loss function L(y, f (x)) which determines the penalty for predicting f (x) when the
actual value is y. The overall accuracy of function f (x) is measured by the expected
loss, called risk, over joint distribution P(y,x):

R( f ) = EyxL(y, f (x)).

Therefore, the optimal risk-minimizing classification function, called Bayes classifier,
is given by:

f ∗ = argmin
f

EyxL(y, f (x)).
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Since P(y,x) is generally unknown, the learning procedure uses only a set of training
examples {yi,xi}N

1 to construct f to be the best possible approximation of f ∗. Usually,
this is performed by minimization of the empirical risk:

Remp( f ) =
1
N

N

∑
i=1

L(yi, f (xi)),

where f is chosen from a restricted family of functions.
The most natural loss function is the 0-1 loss:

L0−1(y, f (x)) =
{

0, if y = f (x),
1, if y �= f (x). (1)

The expected value of this loss function is simply a misclassification error of f (x)
defined by Pr(y �= f (x)). Thus, Bayes classifier has the following form:

f ∗(x) = argmin
f (x)

Ey|xL0−1(y, f (x)) = arg max
k∈{1,...,K}

Pr(y = k|x). (2)

By minimizing the 0-1 loss function, we estimate K regions in the attribute space, such
that in the k-th region, the k-th class is observed with the highest probability.

For the sake of simplicity, we will confine our considerations to the two-class prob-
lem, referred to as binary classification. Let us assume that y∈ {−1,1} and the classifier
gives continuous responses, f (x) ∈ R. In this case, the loss function can be expressed
by L(y f (x)), where y f (x) is called margin. The positive margin means no error, and
its magnitude tells, intuitively, what is the credibility of assigning an object to a given
class. The margin 0-1 loss function is therefore:

L0−1(y f (x)) = �y f (x) < 0�,

where �π� is the Boolean test equal to 1 if predicate π is true, and 0 otherwise.

3 Decision Rule

Decision rule is a simple logical pattern having the form:

“if [condition] then [decision]”.

Its main advantage is simplicity and human-interpretable form that can model interac-
tions between several attributes for which the condition is defined. As an example of a
decision rule, let us consider a rule generated from the well-know CREDIT-G benchmark
data set concerning the problem of predicting a risk-level of bank customers:

i f CHECKING STATUS = no checking account
and OTHER PAYMENT PLANS �= bank
and AGE ∈ [22.5,66.5]
and CREDIT AMOUNT ≤ 10924.5,
then CUSTOMER = good .
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From a machine learning perspective, such a rule can be treated as a simple classifier
that gives a constant response to examples satisfying the condition part, and abstains
from the response for all other examples. Formally, a decision rule can be defined as
follows.

Let Xj ⊂ X be a domain of attribute j ∈ {1, . . . ,n}. The condition part of the rule
consists of a conjunction of elementary expressions of the general form

x j ∈ S j, (3)

where x j is the value of object x on attribute j and S j is a subset of Xj. In particular,
elementary expressions are of the form x j ≥ s j , x j ≤ s j, for quantitative attributes, and
x j = s j, x j �= s j, for qualitative attributes, where s j is taken from a domain of attribute
j. Let Φ be the set of elementary expressions constituting the condition part of the
rule, and let Φ(x) be a function indicating whether object x satisfies the conjunction
of elementary expressions Φ . In other words, Φ(x) defines an arbitrary axis-parallel
region in the attribute space. We say that a rule covers object x if it belongs to this
region, i.e. Φ(x) = 1. The number of training examples covered by the rule is referred
to as rule coverage. The decision, or response, denoted by α , is a real value assigned to
the region defined by Φ . Therefore, we define a decision rule as:

r(x) = αΦ(x).

Note that the decision rule takes only two values, r(x) ∈ {α,0}, depending whether x
satisfies the condition part or not.

Having defined the decision rule, we now need an algorithm that induces such rules
from a set of training examples and combines them into a powerful classifier.

4 Sequential Covering

Almost all early algorithms for rule learning were based on sequential covering. The
most popular are AQ [1], CN2 [2], Ripper [3], and LEM [14]. Sequential covering relies
on learning a rule in each step, that covers a part of a given set of training examples,
removing the covered examples from the training set, and repeating this step until no
example remains. This procedure is repeated separately for each class. In each turn, the
rules cover examples from one class only. These examples are called positive, while the
others, negative.

This approach is more formally presented as Algorithm 4.1. It starts with an empty
set of decision rules and successively adds rules to it, until all positive examples are
covered. A single rule is built by the FindBestRule procedure in order to cover positive
examples only. This can be done by specializing the current rule by adding new ele-
mentary expressions to its condition part. In order to move towards the goal of finding
a rule that covers no negative examples, the algorithm selects the elementary expres-
sions that optimize the purity measure of the rule. The purity measure is a function of
the numbers of positive and negative examples. For instance, this can be the fraction of
positive examples in the set of covered examples.

This approach to rule induction encounters several problems. For example, the set
of decision rules does not usually cover the entire attribute space. Moreover, several
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Algorithm 4.1. Sequential covering

input : set of training examples {yi,xi}N
1 ,

k – label of positive class.
output: set of decision rules Rk for k-th class.
Rk = /0
Pos = {xi : yi = k, i = 1, . . . ,N} // positive examples
Neg = {xi : yi �= k, i = 1, . . . ,N} // negative examples
m = 0
while Pos �= /0 do

rm(x) = FindBestRule(Pos,Neg)
Pos = Pos−{xi : rm(x) = 1} // remove covered examples
Rk = Rk ∪ rm(x)
m = m+1

end

rules may overlap. Thus, there is a problem how to classify new examples by a set of
rules. In many rule induction algorithms, the rule generation phase and the classification
phase are considered separately. First, the algorithm generates a set of rules. Next, one
of several possible strategies is used to classify new examples. Usually, different voting
schemes are considered. The weights of the rules used in the voting are simple statistics
computed over examples covered by the rules. A popular choice is a relative number
of covered examples or an estimate of conditional class probability within the rule. The
latter suggests that the rules are treated as independent ones, what is not true taking into
account how the sequential covering procedure works.

5 Boosted Decision Rules

The problem described above can be easily solved, if we first assume some form of the
ultimate rule-based classifier. Let the classification function be a linear combination of
M rules:

fM(x) = α0 +
M

∑
m=1

rm(x), (4)

where α0 is a constant value, which can be interpreted as a default rule, covering the
whole attribute space. This is an ensemble of simple and interpretable base classifiers.
Single decision rule rm(x) defines an increase or decrease of fM(x) by αm if a condition
Φm(x) is met. In other words, this is a weighted majority voting. The prediction is made
by sgn( fM(x)).

Having such a form of the classifier, we can proceed in a similar way to sequential
covering. We add the rules one by one in order to minimize the empirical risk. In each
subsequent iteration, a new rule is added by taking into account previously generated
rules. Let fm−1(x) be a classification function after m− 1 iterations, consisting of the
first m−1 rules and the default rule. In the m-th iteration, a decision rule can be obtained
by solving:

rm(x) = argmin
r(x)

Remp( fm−1(x)+ r(x)) = argmin
Φ ,α

N

∑
i=1

L(yi, fm−1(xi)+ αΦ(xi)). (5)
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This procedure corresponds to sequential covering, since the value of the margin 0-1
loss function decreases down to 0 for all correctly covered training examples, and there
is no need for another rule to cover them again. This corresponds to removing such
objects from the training set. All the rules will obtain the same absolute value of rule
response |α|, and the sign decides for which class the rule votes. The classification is
then a simple majority voting.

Instead of the margin 0-1 loss, one can use, however, another loss function, like expo-
nential loss or logit loss. These are surrogates (upper-bounding the 0-1 loss) commonly
used in classification tasks. These functions are convex and differentiable, which makes
the minimization process easier to cope with. The exponential loss is defined as:

Lexp(y f (x)) = exp(−y f (x)). (6)

This loss function is used in AdaBoost [18]. The logit loss

Llog(y f (x)) = log(1 + exp(−2y f (x))) (7)

is commonly used in statistics. These two loss functions are sensitive to the value of
y f (x). The Bayes classifier for both of them has the form [19]:

f ∗(x) =
1
2

log
Pr(y = 1|x)

Pr(y = −1|x)
, (8)
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Fig. 1. Loss functions L(y f (x)) expressed through the margin y f (x) for binary classification
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Algorithm 5.1. Ensemble of decision rules – ENDER

input : set of training examples {yi,xi}N
1 ,

L(y, f (x)) – loss function,
M – number of decision rules to be generated.

output: ensemble of decision rules fM(x).

α0 = argminα ∑N
i=1 L(yi,α)

f0(x) = α0;
for m = 1 to M do

Φm = argminΦ Lm(Φ)
αm = argminα ∑N

i=1 L(yi, fm−1(xi)+αΦm(xi))
rm(x) = αmΦm(x)

end

which is the logit transform of the conditional probabilities. Expression (8) can be
inverted to give:

Pr(y = 1|x) =
1

1 + exp(−2 f ∗(x))
. (9)

Therefore, minimization of these loss functions on the training set can be seen as es-
timation of conditional probabilities Pr(y = 1|x). The sign of f (x) estimates in turn
the class with a higher probability. Characteristics of these loss functions are shown in
Figure 1.

Using these loss functions in (5) results in the boosting-like algorithm for rule in-
duction, we presented in [24] and called ENDER. We outline its main steps in Algo-
rithm 5.1. First, the default rule is computed:

α0 = argmin
α

N

∑
i=1

L(yi,α). (10)

In each next iteration, we proceed in two steps:

1. Find Φm by minimizing a functional Lm(Φ) derived from (5) that does not depend
of α:

Φm = argmin
Φ

Lm(Φ). (11)

2. Find αm, the solution to the following line-search problem:

αm = argmin
α

N

∑
i=1

L(yi, fm−1(xi)+ αΦm(xi)). (12)

The algorithm finds iteratively the best rules minimizing the empirical risk. L (Φ),
which denotes a purity measure, is greedily minimized by a heuristic that builds the
condition part of the decision rule. It works in a similar way to the FindBestRule pro-
cedure. The difference is that it does not stop when no negative example is covered, but
when Lm(Φm) cannot be decreased. The response of the rule is the weight in a voting
procedure. It is computed by taking into account the previously generated rules, thus
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the dependencies between rules are not ignored. The entire procedure is very intuitive
and, formally, well-founded. Below, we will state that several rule learning algorithms
fall into this ENDER scheme.

In the case of the exponential loss, the ENDER algorithm works as follows. The
response of the decision rule is computed according to:

αm = argmin
α

N

∑
i=1

e−yi( fm−1(xi)+αΦm(xi)) =
1
2

log
∑yi=1 Φ(xi)e− fm−1(xi)

∑yi=−1 Φ(xi)e fm−1(xi)
. (13)

The solution of αm can be put to (5), and after straightforward transformations, we get
the following form of the purity measure:

Lm(Φ) =

√√√√
(

∑
yi=1

Φ(xi)w
(m)
i

)
+

√√√√
(

∑
yi=−1

Φ(xi)w
(m)
i

)
, (14)

where w(m)
i = e−yi fm−1(xi) can be treated as a weight of the i-th training example in the

m-th iteration. This is also how the SLIPPER algorithm works [20].
In the MLRules algorithm [23], which is the next to describe, we derive rules from

the maximum likelihood principle that can be seen as minimization of the logit loss (7)
by the so-called gradient descent technique.

In case of the logit loss, there is no analytical solution to (12). To speed up the
computations, instead of numerically solving the line search problem, we perform a
single Newton-Raphson step, similarly as in [25]:

αm = − ∑Φ(xi)=1
∂

∂α Llog(yi( fm−1(xi)+ αΦm(xi)))

∑Φ(xi)=1
∂ 2

∂α2 Llog(yi( fm−1(xi)+ αΦm(xi)))

∣∣∣∣
α=0

. (15)

From (5) we derive the form of Lm(Φ), in such a way that Lm(Φ) does not depend
on α . This can be done by approximating (5) up to the first order with respect to α:

rm(x) 	 argmin
Φ ,α

N

∑
i=1

(
L(yi, fm−1(xi))−αΦ(xi)w̃

(m)
i

)
, (16)

where

w̃(m)
i = −∂L(yi, f (xi))

∂ f (xi)

∣∣∣∣
f (xi)= fm−1(xi)

.

Since w̃(m)
i , i = 1, . . . ,N, is the negative gradient of the function to be minimized, this

technique is called gradient descent. It is easy to see that the optimal solution with
respect to Φ is obtained by minimizing:

Lm(Φ) = − ∑
Φ(xi)=1

αw̃(m)
i , (17)

since ∑N
i=1 L(yi, fm−1(xi)) is constant at a given iteration, and thus it does not change the

solution. Observe that for a given value of α , the solution only depends on
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∑Φ(xi)=1 w̃(m)
i , so the minimization of (17) can be finally reformulated to the minimiza-

tion of the following term:

Lm(Φ) = −
∣∣∣∣∣ ∑
Φ(xi)=1

w̃(m)
i

∣∣∣∣∣ , (18)

because the sign and the magnitude of α may be established afterwards.
Another boosted rule induction algorithm, LRI [21], uses a specific reweighting

schema (cumulative error), similar to Breiman’s Arc-xf algorithm [26]. For the two-
class problem, however, this method can also be explained in terms of the loss function
minimization, as it was done in [27] for Arc-xf. It follows that LRI minimizes a poly-
nomial loss function by the gradient descent technique. Let us also point out that a
single rule in LRI is a bit more complex in comparison with those generated by other
algorithms, because the rule is a DNF-formula, i.e., disjunction of conjunctions of ele-
mentary expressions, instead of a single conjunction.

6 Extensions

6.1 Rule Coverage

Several problems associated with a typical sequential covering approach have been
pointed out in [28]. One of the problems concerns the discrimination and complete-
ness of the rule. In other words, “how good are the examples from positive class sep-
arated from negative examples, and how many positive examples are covered?” The
usual way of answering this question consists in using different purity measures and
their combinations, sometimes defined ad hoc, to control the process of constructing a
single decision rule. In the approach followed by ENDER, the answer is very natural.
In each iteration, where we find a rule which is minimizing the empirical risk, we can
slightly modify the minimization technique in order to control the trade-off between
discrimination and completeness.

Let us restrict α in (5) to α ∈ {−β ,β}, where β is a parameter of the algorithm.
Then, (5) becomes:

rm(x) = arg min
Φ ,±β

(
∑

Φ(xi)=1

L(yi, fm−1(xi)±β )+ ∑
Φ(xi)=0

L(yi, fm−1(xi))
)

. (19)

Since β is fixed, we refer this technique to as constant-step minimization. In the case of
the exponential loss, we can prove the following theorem.

Theorem 1. [29] The problem of solving (19) for exponential loss (6) and step length
β is equivalent to minimization of

Lm(Φ) = ∑
i∈R−

w(m)
i + � ∑

Φ(xi)=0

w(m)
i , (20)

where R− = {i : yiαΦ(xi) < 0} indicates the training examples misclassified by the
rule, and:

w(m)
i = e−yi fm−1(xi), � =

1− e−β

eβ − e−β , β = log
1− �

�
.
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Expression (20) has a nice interpretation. The first term corresponds to examples “mis-
classified” by the rule, while the second term – to examples which are not classified by
the rule at all. Value l plays the role of a penalty for abstaining from classification and
establishes a trade-off between not classified and misclassified examples. It is easy to
see that for β > 0, � ∈ [0,0.5). Increasing � (or decreasing β ) results in more general
rules, covering more examples. For β → 0 we get the gradient descent technique ap-
plied to the exponential loss. This means that the gradient descent produces the most
general rules in the sense of coverage.

6.2 Regularization

A decision rule has the form of an n-dimensional rectangle, where n is the number
of attributes. It can be shown, that the class of n-dimensional rectangles has Vapnik-
Chervonenkis (VC) dimension equal to 2n, and it does not depend on the number of
elementary expressions. Theoretical results [30] suggest that an ensemble with a sim-
ple base classifier (with low VC dimension) and high prediction confidence (margin)
on the data set generalizes well, regardless of the size of the ensemble. Nevertheless,
computational experiments show that the performance of rule ensemble can deteriorate
as the number of rules grows, especially for the problems with a high level of noise.
Similar phenomenon has been observed for other boosting algorithms, in particular for
AdaBoost [27, 31, 32]. Therefore, in order to decrease the influence of the noise, the
boosting algorithms should be used with regularization.

As pointed out in many places (see, for example, [19]), a regularized classifier can
achieve much better results. The form of regularization, which is particularly useful, is
the L1-penalty, also called lasso. In the case of rule ensemble, this would lead to the
problem consisting in fitting αm of all possible rules and minimizing an additional term
∑m |αm|. To approximate a solution of such a regularized problem, ENDER follows a
strategy that is called shrinkage [19]. It consists in shrinking a newly generated rule
rm(x) = αmΦm(x) towards rules already present in the ensemble:

fm(x) = fm−1(x)+ ν · rm(x),

where ν ∈ (0,1] is a shrinkage parameter that can be regarded as controlling the learning
rate. For small ν , we obtain a solution that is close to the regularized one.

Such an approach works even better, when weak learners are uncorrelated. That is
why the procedure for finding Φm works on a subsample of original data that is a frac-
tion ζ of the set of training examples, drawn without replacement [33]. Such an ap-
proach leads to a set of rules that are more diversified and less correlated. Moreover,
finding Φm on a subsample reduces the computational complexity. Note, however, that
a small ν requires a larger M.

Independently on the fact whether Φm was found using a subsample or not, we cal-
culate the value of αm on all training examples. This usually decreases |αm|, so it plays
also the role of regularization, and avoids overfitting the rule to the training set.

These above three elements (shrinking, sampling, and calculating αm on the entire
training set) used in ENDER constitute a competitive technique to pruning often used
in the rule induction algorithms. Our experiments showed that it significantly improves
the accuracy of the classifier.
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6.3 Regression Problem

Boosting-like formulation of the rule induction algorithm allows to cope with the prob-
lem of regression [34]. In this problem, one usually considers the squared-error loss:

Lse(y, f (x)) = (y− f (x))2. (21)

It is easy to show that for this loss function, the ENDER algorithm computes the rule
response according to:

αm = argmin
α

N

∑
i=1

(yi − fm−1(xi)−αΦm(xi))
2 =

∑Φ(xi)=1(yi − fm−1(xi))

∑N
i=1 Φ(xi)

, (22)

which is the average over the residuals yi − fm−1(xi) for examples covered by the rule.
The form of Lm(Φ) is, in turn, the following:

Lm(Φ) = −

∣∣∣∣∑Φ(xi)=1(yi − fm−1(xi))
∣∣∣∣√

∑N
i=1 Φ(xi)

. (23)

This form results from putting (22) to (5), and solving the latter with respect to Φ .
As we see, the application of boosted decision rules to solving the regression problem

is straightforward.

6.4 Building Single Rules

There remains a question: how to generate the condition part of the rule. This question
is associated with another one [28]: how close is the generated rule to the best one. In
other words, how good are the procedures building condition parts of the rules.

The procedure used in ENDER follows a typical strategy of many other rule learning
algorithms. It gives approximate results, as it is based on a greedy approach, but it is
very efficient therefore.

Just to mention, the AQ algorithm follows a different rule induction strategy. Its main
idea is to generate the so-called star for a selected positive example. The star is a set
of candidate condition parts. One of these condition parts is selected by using the beam
search in the space of the star members.

Some other procedures could be introduced to ENDER in order to generate bet-
ter rules. These procedures could aim at improving the performance and/or the inter-
pretability of the rule ensemble.

7 Experiment

We compared five rule induction algorithms: Ripper with sequential covering proce-
dure, SLIPPER, LRI, MLRules, and ENDER with constant step minimization. We
selected the following parameters for each method:



220 K. Dembczyński, W. Kotłowski, and R. Słowiński

– Ripper: we used JRipper (Weka [35] implementation of the algorithm) with default
parameters.

– SLIPPER: we set the maximum number of iterations to 500, the rest of parame-
ters was default (we kept the internal cross validation, used to choose the optimal
number of rules, switched on).

– LRI: according to the experiment in [21], we set the rule length to 5, froze feature
selection after 50 rounds, and chose 200 rules per class and 2 disjuncts, since some
previous tests showed that those values work well in practice.

– MLRules: according to the experiment in [23], we set ζ = 0.5,ν = 0.1,M = 500;
those parameters have been optimized on an artificial data set.

– ENDER: according to the experiment in [29], we took the algorithm with constant
step minimization β = 0.2 of the exponential loss (CS-Exp), with other parameters
set to ν = 0.1, ζ = 0.25, M = 500; those parameters have been optimized on an
artificial data set.

We used 20 binary classification problems, all taken from the UCI Repository [36].
Each test was performed using 10-fold cross validation (with exactly the same train/test
splits for each classifier), and an average 0-1 loss on testing folds was calculated. The
results are shown in Table 1.

Table 1. Test errors and ranks (in parenthesis). In the last row, the average rank is computed for
each classifier.

DATA SET MLRULES ENDER SLIPPER LRI JRIPPER

CS-EXP

HABERMAN 26.2 (2.0) 26.2(3.0) 26.8 (4.0) 27.5(5.0) 25.8(1.0)
BREAST-C 25.9 (1.0) 27.2(3.0) 27.9 (4.0) 29.3(5.0) 26.9(2.0)
DIABETES 24.7 (2.0) 24.6(1.0) 25.4 (4.0) 25.4(3.0) 26.2(5.0)
CREDIT-G 24.1 (3.0) 22.8(1.0) 27.7 (4.0) 23.9(2.0) 28.2(5.0)
CREDIT-A 13.3 (3.0) 12.3(2.0) 17.0 (5.0) 12.2(1.0) 13.9(4.0)
IONOSPHERE 6.0 (2.0) 5.7(1.0) 6.5 (3.0) 6.8(4.0) 12.0(5.0)
COLIC 13.9 (1.0) 14.4(2.0) 15.0 (4.0) 16.1(5.0) 14.4(3.0)
HEPATITIS 16.2 (1.0) 18.8(4.0) 16.7 (2.0) 18.0(3.0) 20.2(5.0)
SONAR 12.0 (1.0) 16.4(3.0) 26.4 (4.0) 14.9(2.0) 29.7(5.0)
HEART-STATLOG 16.7 (1.0) 17.4(2.0) 23.3 (5.0) 19.6(3.0) 20.4(4.0)
LIVER-DISORDERS 27.5 (3.0) 24.9(1.0) 30.7 (4.0) 26.6(2.0) 33.0(5.0)
VOTE 3.4 (1.0) 3.4(2.0) 5.0 (5.0) 3.9(3.0) 4.6(4.0)
HEART-C-2 16.5 (2.0) 15.2(1.0) 19.5 (4.0) 18.5(3.0) 20.5(5.0)
HEART-H-2 18.0 (2.0) 17.3(1.0) 20.0 (5.0) 18.3(3.0) 20.0(4.0)
BREAST-W 3.1 (1.0) 3.6(3.0) 4.3 (4.5) 3.3(2.0) 4.3(4.5)
SICK 1.6 (2.0) 1.8(4.0) 1.6 (1.0) 1.8(5.0) 1.7(3.0)
TIC-TAC-TOE 11.3 (4.0) 8.1(3.0) 2.4 (1.0) 12.2(5.0) 2.8(2.0)
SPAMBASE 4.7 (2.0) 4.6(1.0) 5.9 (4.0) 4.9(3.0) 7.2(5.0)
CYLINDER-BANDS 14.4 (1.0) 19.4(3.0) 21.7 (4.0) 16.5(2.0) 31.5(5.0)
KR-VS-KP 1.0 (3.0) 1.0(2.0) 0.6 (1.0) 3.1(5.0) 1.0(4.0)

AVG. RANK 1.9 2.15 3.63 3.3 4.03
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Fig. 2. Critical difference diagram

To compare multiple classifiers on multiple data sets, we follow [37], and apply the
Friedman test, which uses ranks of each algorithm to check whether all the algorithms
perform equally well (null hypothesis). Friedman statistics gives 27.71, which exceeds
the critical value 9.488 (for confidence level 0.05), and thus we can reject the null hy-
pothesis. Next, we proceed to a post-hoc analysis and calculate the critical difference
(CD) according to the Nemenyi statistics. We obtain CD = 1.364 which means that al-
gorithms with difference in average ranks greater than 1.364 are significantly different.
In Figure 2, average ranks were marked on the rank scale, and groups of the classi-
fiers that are not significantly different were connected. This shows that MLRules out-
performs LRI, SLIPPER and JRipper. ENDER CS-Exp, in turn, is significantly better
than SLIPPER and JRipper. On the other hand, none of the three rule algorithms: LRI,
SLIPPER, JRipper, is significantly better than any other. However, the worst results are
obtained by JRipper.

The results can be interpreted in the following way. The boosting approach improves,
in general, the sequential procedure. The highest improvement is achieved, however,
when boosting is combined with regularization, which is applied in both, MLRules and
ENDER CS-Exp. As explained above, this is justified by the recent results in theoretical
analysis of boosting algorithms. The two other rule ensemble algorithms, SLIPPER and
LRI, do not employ such regularization. The former uses rule pruning, but this seems
to be not enough.

The main advantage of rules is their simplicity and interpretability, provided that
the number of rules in the ensemble is not too high. To ease the interpretation of rules
obtained by ENDER, one can apply one of techniques proposed in [22], for example,
the post-processing phase in which the rules are refitted by using lasso regularization.
Another possibility is to sort the rules in the ensemble using some interestingness mea-
sures, as it is done in the case of association rules. Many such measures were already
introduced in the literature [38], however, recent results of comparative studies give pri-
ority to some Bayesian confirmation measures having desirable properties of symmetry
and monotonicity [39, 40].

On the other hand, ENDER can be parameterized in such a way that only few short
decision rules are generated – such rules can easily be interpreted while still maintaining
good performance. To this aim we have to use no shrinking and no sampling. Moreover,
we control the coverage of the rules by using the constant-step minimization.
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Table 2. Decision rules for the CREDIT-G data set. The decision part of the rule specifies the class
(sign of the rule response), the weight (absolute value of the response) of the rule (in the first
parenthesis), and the numbers of training examples that are correctly classified or misclassified
by the rule (in the second parenthesis, separated by “:”).

# RULE

1. i f CHECKING STATUS = no checking account
and OTHER PAYMENT PLANS �= bank
and AGE ∈ [22.5,66.5]
and CREDIT AMOUNT ≤ 10924.5,
then CUSTOMER = good (0.853) (302:23)

2. i f DURATION ≥ 15.5
and PURPOSE �∈ {used car, retraining}
and SAVINGS STATUS ≤ 500
and AGE ≤ 63.5
and CHECKING STATUS ≤ 200,
then CUSTOMER = bad (0.606) (161:164)

3. i f CREDIT HISTORY = critical/other existing credit
and CREDIT AMOUNT ≤ 7806.5
and DURATION ≤ 37.5
and PURPOSE �= education
and AGE ≥ 23.5
and OTHER PAYMENT PLANS = none
and OTHER PARTIES ∈ {none, guarantor},
then CUSTOMER = good (0.883) (182:14)

4. i f CHECKING STATUS < 0
and OTHER PARTIES = none
and SAVINGS STATUS ≤ 500
and CREDIT AMOUNT ≥ 438.0
and FOREIGN WORKER = no
and JOB �= highquali f , sel f emp, mgmt
and INSTALLMENT COMMITMENT ≥ 1.5
and PURPOSE �= business
and AGE ≤ 66.0,
then CUSTOMER = bad (0.636) (95:48)

5. i f PURPOSE = radio, tv
and PROPERTY MAGNITUDE �= no known property
and AGE ∈ [22.5,65.5]
and CREDIT AMOUNT ≤ 4094.5
and CREDIT HISTORY �= no credits, all paid
and DURATION ≥ 39.0
and OTHER PARTIES ∈ {none, guarantor},
then CUSTOMER = good (0.646) (168:24)
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Consider, for example, the CREDIT-G data set. We use ENDER with the exponen-
tial loss and constant-step minimization. We limit the number of rules to 5. We do not
perform regularization, i.e. no shrinking and no sampling is used. To obtain good per-
formance and interpretable rules, we tune parameter β only.

The rules are presented in Table 2. Parameter β has been set to 0.2. In 10-fold cross-
validation, the algorithm obtained the misclassification error equal to 26.2, which is
comparable to results obtained by other algorithms (see Table 1). Let us remark that in
this data set, 700 examples belong to the class of good customers, and 300 examples to
the class of bad customers. That is why the rules voting for the latter class can cover
more examples from the former class (see, the second rule).

8 Conclusions

We have shown how the algorithms for rule induction evolved from the sequential cov-
ering approach to the boosted rule ensembles. This latter framework for rule induction
algorithms have several important advantages.

Our results confirm the observation given in [20], that boosted rule ensembles are
in fact simpler and better-understood formally than other state-of-the-art rule learners.
They can be used with different loss functions. The purity measure is defined in a natural
way by performing different minimization techniques. One of them allows to control the
rule coverage. The proper regularization increases significantly the performance of the
algorithm. It is also easy to use the boosted decision rules to regression problems.

There are still, however, several problems waiting for a better solution. One of them
is the procedure for building the condition part of a single rule. Another one is the
improvement of interpretability of a rule ensemble.
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istry of Science and Higher Education (grant no. N N519 314435).
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