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Outline

2 A (short?) presentation of the Poznan University of
Technology and the Faculty of Computing Science

< Research works conducted at FCS
2 Focus on research on data processing
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Poznan University of Technology

Faculty of Computing

< Institute of Computing Science

= 9 full professors

= 11 post doctoral degrees (PhD DSc)

= 54 PhDs
< Dept. of Control and Systems Engineering
< Dept. of Computer Engineering




Education

2 Bachelor in engineering (7 sem),
2 Master of science (3 sem)
2 PhD
2 Fields of studies
= Informatics
¢ 140-180 Bac students
¢ 150-210 MSc students
» Bioinformatics (since 2010, with AMU)
= Automatics and Robotics

2 Full-time and part-time studies
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Informatics MSc

= Electronic economy
= Intelligent Decision Support Systems
= Management Information Systems

= Computer Network and Distributed S
= Embedded and Mobile Systems

= Data Processing Technologies

= Software Development Technologies
= Software Engineering

= Computer Engineering




Faculty of Computing

2 Evaluation by state committees
» First category (research)
= Distinction - top category (teaching)
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Students

2 Holders of scholarships from the Ministry of Higher
Education

< International finals of IEEE Computer Society
International Design Competition (CSIDC) (2000-2006)

< International finals of Microsoft Imagine Cup (2006-
2010)

Imagine Cup (Yokohma, 2005)

Imagine Cup (France, 2008)
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Institute of Computing Science

2 Lab (Chair) of Operational Research and Artificial
Intelligence

< Lab (Chair) of Intelligent Decision Support Systems
< Lab (Chair) of Information Systems

< Lab (Chair) of Algorithm Design and Programming
Systems
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EU Projects

< CALIBRE - programming environments (6 FP, 2005-
2006)

2 COMPUVAC - designing vaccines (7 FP, 2005-2009)

> BIOPTRAIN - optimization of algorithms for
bioinformatics (7 FP, 2005-2009)

2 METAFUNCTIONS - genomics (7 FP, 2005-2008)
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EU Projects

2 INDECT - urban security (7 FP, 2009-2013)

2 ICT WIELKOPOLSKA - regional cluster of companies
from IT (7 FP, 2009-2010)

2 SOA - new technologies for e-economy and e-
government (Structural Funds, 2009-2012)

< PROTEUS - integrated mobile system for crisis
management (Structural Funds, 2009-2013)

2 ERA INZYNIERA - increasing capacity of teaching
engineers (EFS, 2008-2012)

2 TECH-INFO - increasing capacity of teaching
computer science (Human Capital, 2010-2014)
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Cooperation with Business

2 Poznan Public Transport
© Volkswagen Poznan

2 Allegro

2 Hospitals in Poland

< Comarch

© IBM Polafdpji™ "

-NipiRoche

i LACERR I ”-'I-w'nuurill'




Cooperation with Business

2 2006: Microsoft Innovation Center
2 2007: Eclipse Support Center

2 1993: Poznan Supercomputer and Network
Center

2 Two spin-off comp
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Research at the
Faculty of Computing Science

2 LAB of Algorithm Design and Programming Systems
= algorithms design and the complexity analysis of combinatorial
problems
= scheduling theory, especially in multiprocessor systems
= design of parallel algorithms
= compilers design
= computer aided design of electronic systems
= combinatorial aspects of molecular biology
= sequencing by bybridization (GPU computation)
= protein data analysis
= software engmeermg

Prince2) e | /
« estimating costs of software d: yment (G .' At
Roche) )L LET e

» software testing methods (coo peratibﬁ with Rothe)\ .
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Research at the
Faculty of Computing Science

< LAB of Operational Research and Artificial
Intelligence
= algorithms for discrete-continuous scheduling problems
= expert system for multicriteria project scheduling
= intelligent building systems r
» algorithms for traffic control
= signal processing
= speech recognition
» multimedia
* multiagent expert systems
* reasoning under uncertainty with
= mobile computing
= computer control systems for environmental protection
» metaheuristics
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Research at the
Faculty of Computing Science

2 LAB of Intelligent Decision Support Systems

= methodology and techniques of decision support
(multicriteria decision analysis)

= rough set theory, fuzzy set theory and neural networks

= machine learning, data mining, knowledge discovery,
intelligent data analysis

= decision support from visual information

= evolutionary computation and Biologically-inspired
computing

= artificial life and complex adapt

= mathematical programming

= medical informatics

= software engineering - .

» information retrieval (text proc :CoLT] angpe
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Research at the
Faculty of Computing Science

2 LAB of Computing Systems

= distributed algorithms design
» specification, verification, complexity analysis, self-stabilizing
algorithms, failure resilient algorithms
= computer networks

+ design and monitoring, protocol modeling and performance
evaluation

= distributed operating systems

failure detectors
= distributed programming environments
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Research at the
Faculty of Computing Science

< LAB of Computing Systems
= data warehousing

¢ evolution, indexing and query processing efficiency,
data compression

= sequential OLAP

+ models of processing, query language, efficiency, data
structures

» data mining

¢ algorithms, data structures

social networks ﬁ -
. minin, da' _____ sp'uy es ’

processin ME

« transactions for WEB Services" ” 4
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Standard DW Architecture

ETL LAYER with ODS DATA WAREHOUSE LAYER ANALYTICAL LAYER
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DW Data Model

2 Facts
» data being analyzed
¢ sales, telephone calls, insurance
» their quantity is characterized by means of measures
« the number of products sold, tel. call duration,
insurance fee
<> Dimensions

= define the context of an analysis

« sales of chocolate (product) by Walmart (shop)
in consecutive months of a given year (time)

= composed of hierarchically organized levels
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DW Data Model

|
= All
S all
-
; S
3 Regions Wielkopolska
c
o .
@ Cities Poznan Gdansk
)
E
©
Shops shopA  shopB shopC

a) a dimension schema

Pomorze

b) a dimension instance

Sopot

|

shopD
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DW Data Model

< Implementation
= ROLAP (Relational OLAP)
o star schema
+ snowflake schema

dimension Product

[ Products

# prod_id

star schema prod_name

cat_name
cat_tax

dimension Location

= MOLAP (Multidimensional OLAP) [shops

# shop_id
shop_name
city_name
nb_inhabit
reg_name
territory

Sales

# prod_id

# shop_id

# time_id
quantity
gross_price

dimension Time
Time

# time_id
day_name

day_in_month
month_name
month_no
year
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DW Data Model

Regions
snowflake schema L
reg_na_ma
territory

Cities

# city_id
city_name
nb_inhabit
region_id

dimension Location

Shops

# shop_id
shop_name
city_id

dimension Product dimension Time

Categories Products % Days Months

# cat_id # prod_id % Shop id #time_id #month_id
cat_name prod_name # time id day_name month_name
cat_tax cat _id quantity day_in_month month_no

: gross_price month_id year
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Star Queries

< Star queries
= join fact table with dimension tables
= select ranges of values or sets of values
= compute aggregates along a dimension hierarchy = roll-up

= most of star queries include the TIME dimension = necessity to
join fact table with the TIME dimension
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Star Queries

select shop_name, prod_name, year, sum(gross_price)
from sales sa, products p, shops sh, time t

where sa.prod_id=p.prod_id

and sa.shop_id=sh.shop_id

and sa.time_id=t.time_id

group by shop_name, prod_name, year;

dimension Location

Shops

# shop_id

shop_name
city_fiame

nb_inhabit
req_name
territory

dimension Time
dimension Product

Time
Products Sales PP d
me_i
# prod_id # prod_id day_name
prod_name < # shop id day_in_month
cat_name # time_id month_name
eat_tax quantity month_no
grnss_pnr.e year -
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Star Queries

2 Challenge = star queries' performance
< Solutions
= materialized views and query rewriting
= parallel processing
= partitioning
= indexing
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Indexing DW Data

2 Typically applied indexes
= Bitmap index
= B-tree
= Join index
= Bitmap join index
2 Hierarchical indexes
= Multi-resolution bitmap index
= Hierarchical bitmap index
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Bitmap Index

< Composed of bitmaps

< A bitmap is a vector of bits
= Every value from a domain has its own bitmap
» The number of bits = the number of records
< Basic characteristics
= Efficient in answering equality and range queries
= BI size depends on the cardinality of an indexed attribute

Auct_ID Prod_ID Toshiba | IBM T43 | Dell Vostro
Tecra 3700

IBM T43

Dell Vostro 3700
IBM T43
Toshiba Tecra
Toshiba Tecra
Toshiba Tecra
Dell Vostro 3700
Dell Vostro 3700
IBM T43

0 Toshiba Tecra

= 0|0~ @0 wr| =
= 0O0Q|=|==l000
(=1 [=]l=]l=] =] l=] Egl=]t
O|Of=|—=|0oO0oo— o
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Join Index

2 Join index U—H{HEE\PM:MSEWOU'DT Products
[[-ﬁ ............ S

[Kews [\ [®ewa [\ 4] Ao
AN
RN fhuct 1
¥ NtV il R
< Bitmap join index [, Products(prodiD) —
P _ﬂ_‘ﬂ/u H\ ......... ) F_"” -
./[._ﬁ e _‘
2 Do not reflect the A fn]l 1 =l
hierarchy of a dimension i 0
0 1
< Do not support roll-up v 1
queries 1 B
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Hierarchical indexes

< Multi-resolution bitmap index

= indexing scientific data

= |ower level: standard bitmap indexes

= upper level: binned bitmap indexes (defined on data ranges)
2 Hierarchical bitmap index

= Indexing set-valued attributes, optimizing subset, superset,
and similarity queries

101
101 (] 010
S BN S
[ ™~ e -
) - ~ | \‘\_ - | . - | ~. )
| 011 o000 1001 0000 oooo oooo 000 0011 oooo

< Do not support star queries
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Bitmap compressions

< Byte-aligned Bitmap Compression (BBC)
= [Antoshenkov, Ziauddin, VLDB Journ.96]
< Word-Aligned Hybrid
= [Stockinger et al., DOLAP2002, Wu et al., VLDB2004]
< Position List WAH (PLWAH)
= [Deliege, Pedersen, PhD 2009]

2 Run-Length Huffman (RLH)
= [Stabno, Wrembel, Inf. Systems 2009]
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Bitmap compressions

< Based on the run-length encoding
= homogeneous vectors of bits are replaced with a bit
value (0 or 1) and the vector length
= 0000000 1111111111 000 = 07 110 03

< Bitmap is divided into words
* BBC uses 8-bit words
e WAH uses 31-bit words
¢ PLWAH uses 31-bit words
¢ RLH n-bit words
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RLH (1)

< Madified run-length encoding
= measures and encoded distances between bits of
value 1

1 0O 3 00 1 000

0 3
e T T e S e e e
0

10111000110

Clients bitmap index

10 | sex temale | male

1 make [ 1

2 female 1 [

El temale L [

o o K Tfemale: 100303001000

[ male 1] 1

T male 1] 1

5 female ] [

e F—F male: 030020033
ake

T | make i 1

12 | male [ T

13 | Temale 1 [1]

14 | temale L [

15 | Temale 1 [

16 | male ] 1

17 ale L [ . . "

= T T o Poznan University of Technology

19 | female 1 0

011101111




RLH 2

< Huffman encoding

= stepl: computing frequencies of symbols (distances)
in encoded bitmaps

distance | frequency

female: 100303001000 0 12

male: 030020033 K d
2 1
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RLH (3)
< Huffman encoding
= step2: building a Huffman tree
I/___V-.\
QBD—0u0
distance | frequency — N~ ista
0 T 0) /\ Jistoncd]code
3 5 — s ) 3 0
2 1 \__’_/"‘*---,3/-5 1 2 1T
I/if‘]\;----"‘ﬁ"""-—j
N

= an encoded symbol is represented by a path from the
root to a leaf
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RLH 9

< Huffman encoding
= step3: replacing distances with their Huffman codes

distance] code
0 0
3 10
1 110
2 111

compressed bitmap for sex="female’
[110 0 0 10 0 |[10 0 0 110 0 ][O

A \ A n )

[\ oA AA NN N D A

LA A T | O O T

1. 00 30 3001 0 0

the result of modified run-length encoding for bitmap sex="female’

[\
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RLH-1024 Compression (1)

< Dividing a bitmap into 1024-bit sections

= constructing one Huffman tree based on frequencies
of distances from all 1024-bit sections

00111010..... | 11111010..... — [ 01110000.....

1024 bits 1024 hits 1024 bits

/

< Including in the HT all possible distances that may
appear in a 1024-bit section

= non-existing distances have assigned the frequency
of 1
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Experimental Evaluation

2 Comparing RLH, WAH, and uncompressed bitmaps
with respect to

= bitmap sizes

= query response times
< Implementation in Java

= data and bitmap indexes stored on disk in OS files
< Experiments run on

= PC, AMD Athlon XP 2500+; 768 MB RAM; Windows XP
2 Data

= 100 000 000 indexed rows

= indexed attribute of type integer
¢ cardinality from 2 to 1000
¢ randomly distributed values
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Query processing

1000 | TRy 1

100 | . T 3

Total query processing time [msec]
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2 5 10 20 50 100 200 500 1000 5000 10000 20000
cardinality of indexed attribute

GPU Processing

< GPU are much faster than CPU
2 nGPU in one graphic card = parallel processing
2 GPU processed WAH and PLWAH

2 Experiments
= input bitmaps of size 200MB
= CPU: Corei7 2.8 GHz
= GPU: NVIDIA Geforce 285 GTX
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WAH and PLWAH

H PLWAH, GPU Compression BWAH, GPU Compression
O PLWAH, CPU->GPU Transfer WAH, CPU->GPU Transfer
O PLWAH, GPU->CPU Transfer@ WAH, GPU->CPU Transfer
O PLWAH, CPU Compression B WAH, CPU Compression

o = 8] o ~ = 0 o o~ = ) w0 o~ =t =53] o]
~ = -~ — m @O ~ ] ~ o =X =i} ) <0 5] M
— — — -~ -~ - — o wn o o Q b=l ™ r~ [Sa]
— — — ~ ~ ~ — ~ = <0 0 o~ n
— — ~— — — - - — " [Ts]
— — — — - ~ =
Probability of setting bit to 1 il L) L)
Compression and data transfer
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WAH and PLWAH

o~
~
—

1/4

1/8

H PLWAH, GPU Decompressionl WAH, GPU Decompression
O PLWAH, CPU->GPU Transfer lWAH, CPU->GPU Transfer
O PLWAH, GPU->CPU Transfer B WAH, GPU->CPU Transfer
O PLWAH. CPU Decompression® WAH. CPU Decombression

1/16
1/32
1/64

1/128
1/256
1/512
1/1024
1/2048
1/4096
1/8192

1/16384

1/32768

1/65536

Probability of setting bit to 1

Decompression and data transfer
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DW Evolution

< Dynamic nature of EDSs
= data dynamics
= user data processing in EDSs = DW refreshing
= schema dynamics
* new user requirements
» dynamic nature of a real world
» what-if analysis
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DW Evolution

2 Structural changes in data sources

= Wikipedia schema changed every 9-10 days on the average
during the last 4 years

= Telecommunication data sources changed their schemas
every 7-13 days, on the average

= Banking data sources changed their schemas every 2-4
weeks, on the average

= The most frequent changes concerned increasing the
length of a column, changing a data type of a column, and
adding a new column
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ETL Evolution

2 Structural changes in EDS have impact on

= ETL layer
= DW layer
= Data mart layer
- OLAP Iayer DATA SOURCES ETLLAYER with ODS DATA WAREHOUSE LAYER | ANALYTICAL LAYER
= |
[ \\\ =
B T — R b
’ R —_ .
r-.--- ™ | Exwaction "’/ N R
L nacmlmn::m oW ./ \ YT
— Aggregation B
/7/"& - gl F
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Related Approaches

2 ETL modeled by materialized views
= rules for view evolution + view definition language
= [Rundensteiner et al., SIGMOD99] = EVE
2 Hecateus
= ETL modeled as graph
= rules of ETL evolution

= not compatible with commercial ETL modeling
environments
= [Papastefanos et al., ICEIS2008, MEDWa2009]
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ETL Evolution Problems

< Workflow representation

= graph
e complex
« easier for expressing evolution rules

= workflow (ODI, IBM WebSphere Data Stage, MS SQL

Server Integration Services)

¢ less complex
¢ internal implementation may be not known
« more difficult for expressing evolution rules
« compatible with commercial tools

< Checking correctness of an evolving ETL
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ETL Evolution

< Detecting changes in EDS
= triggers
= metadata snapshot comparison
2 Evolution rules attached to ETL steps

2 Integrated with Microsoft SQL Server Integration
Services

< Limitation = ETL steps expressed by SQL commands
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ETL Evolution

ETL ETL ETL
w (L oo, DW
f anaiyzer v = Visualizer
5 Evolution
R Manager T
r e [ Daﬂ'nad Slan'r}ard Alte;nale E\:’E
: rules rules scenarios module
! Rule repository
Meta base = .
R. Wre 51
ETL unsolved problems
< ETL optimization
2 Workflow transformation
= reordering tasks
= parallelizing tasks
= merging splitting tasks
< Figuring out the set of correct transformations
< Defining cost model of executions
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Example

NotNull(total_price) Select(total_price>9000)

- —
Sales1 {..., total_price, s_date, ...} |_>

2 6

Sales2 {..., cost, sales_date, ...} EUR2PLN ConvertDate SUM(cost,month)

| §

< Salesl 2> Sales2
= total_price [PLN] = cost [EUR]
= s_date [yyyy-mm-dd] * sales_date [dd/mm/yy]
= monthly sales * daily sales
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Example

Select(total_price>9000)  NotNull(total_price)

sl N

Sales1 {..., total_price, s_date, ...}

SUM(cost,month) Select(total_price>9000)

(2o —fl— s — 5

Sales?2 {..., cost, sales_date, ...} EUR2PLN ConvertDate

< Minimize the amount of processed data
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ETL unsolved problems

2 Tasks are often expressed as programs in procedural
languages

= constructing cost model

= programs may have input parameters and conditional
constructs

= how to interpret and optimize code?

2 Commercial systems
n ?22?
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ETL Evolution

< Structural changes in EDS have impact on

= ETL layer

= DW layer

= Data mart layer

= OLAP |ayer DATA SOURCES ETLLAYER with 0DS DATA WAREHOUSE LAYER | ANALYTICAL LAYER
e o]
® \\\ =
- p— D .
=1 [ =) - 00
o /’//,‘ﬁmmin. L » ——

yd
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Related Approaches

< Schema and data evolution
= [Koeller et al., DOLAP98], [Blaschka et al., DaWaK99], [Hurtado et
al., ICDE99, DOLAP99], [Pedersen et al., ICEIS2004], [Fan,
Poulovassilis CAiISE2004], [Bentayeb et al., ICAE2008]
< Simulation
= [Balmin et al., VLDB2000, ICDE2000], [Bellahsene DEXA98]

° Temporal extensions
= [Chamoni et al., DaWaK99], [Mendelzon et al., VLDBO0O], [Eder et
al., DawaKo01, CAISEO02], [Bruckner, Tjoa, JIIS2002], [Malinowski
Zimanyi, Springer 2008]
< Versioning

= [Body et al. DOLAPO02, ICDE2003], [Vaisman, Mendelzon,
DBPL2001], [Golfarelli et al., ERWorkshops2004, ICDE2007],
[Ravat et al., DAWAK2006]

= MVDW
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Limitations

2 The approaches assume that time is linear
(DW states are ordered by time)

» true for past

*——————0——>0 oR,
past . . fu?ure
= not always true for future = what-if analysis
A, oA,
Ro R, R, R; / * As
® ® — o< ®R,
past fu?ure
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MVDW Approach

S Multiversion Data Warehouse
= MVDW is composed of a sequence of its versions

= changes in a DW structure and data reflected in a new
explicitly derived version of a DW

> DW Version
= aschema version (facts, dimensions, levels, level instances)

= an instance version (stores the set of data consistent with its
schema version; measures/cell values)

E’—% s ﬁ*lflfl
| H e .
t £t Wt
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MVDW Approach

< Types of DW versions
= real
o reflects changes in real world
¢ linearly ordered by time they are valid within
¢ derived from another real version
= alternative
¢ created for simulation purposes (what-if analysis)

o form DAG
« derived from another real or alternative version
Ro Rl Rz Rs / g As
® ® — o< ®R,
past fu?ure

R. Wrembel: Research at the Poznan University of Technology 60




MVDW Metaschema

HIER_VERSIONS ATT_CONSTRAINTS
# hv_id Mmoo orae s | # att_id
i s DIM_HIER_VERS D;";;VERS'O"S INT_CONSTRANTS | o * i
) W ver_id o #ic_id b
—< % dv p—1  peme ic_name L
# hw_id ver_id TRANSACTIONS i x
T tr_id  br_id i _dehval 1
Ir_t o
& HIER_ELEMENTS |y Y h—;':ﬁm .'f_:r_.c_m ,t
- 2 - "
# he_id I Ir_user —
! hvid VERSIONS e e S A::mM:p
v_i < _beg_ti 2
A he_parent_he_id it Ir_end_time ———————— att_id_okd
~ " ] x:_{:s‘m«e verid F _DEPENDENCIES att_id_new
'\ i W oalt_id_key atl_forw_mname
Ll v akitus LEV VER MAP # ;:"id'd dep ;arlt__‘dback_mname
FHE_ASSOCIATIONS ver_type ¥ i id_old - -
RTINS i A T 4
& ver_id b Ver_commaot # h_id_new i
v _id - ver_parent_ver_id LEV_INST_MAP H
he._id T 'r T  linst_id_old vl
tr_id LA
LEV_VERSIONS ATTRIBUTES
# Iv_id 4 -
3 < rabo # att_id
FACT_VERSIONS mﬂ"? ] linst_forw_mname atl_name
# fv_id . w € linst_back_mname att_dtype
fv_name v_sy':_name tr_id . att_len
———— mviact_id o - att_decpl
FACT VER MAP | Iv_sys_name bl e e R -« 43
d ey o,
# tv_id_old ver £ Iv_id
#hidnew P M e -4 i
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Querying MVDW

2 Query decomposition
2 PQ execution
2 PQ retrieval and presentation

2 PQ integration
Q g MVQ

v
parser and executqr s ssaaasen

i

n'q

‘ =

metadata

: ||'—” &
[l I I =
t t t ts ty

R. Wrembel: Research at the Poznan University of Technology 62




Modes of Querying

< Querying the current DW version
* by default a user addresses the latest real DW version
2 Querying the set of real DW versions
* by specifying time period of interest, real versions are valid
within
* begin validity time - end validity time

select ...

from ...

where ...

group by ...

version from date 'begin date' to date 'end date'
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Modes of Querying

2 Querying the set of alternative DW versions

= a user has to explicitly provide a set of alternative versions of
interest

select ...

from ...

where ...

group by ...

alternative version in (ver_id | ver_name,...,)
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User Interface

=/ Multiversion Data Warehouse El@lgl
Framework Yersion Manager Schema Manager Data Manager About

PPOO PP LLPLL PEE LT PO

iE vl 1 @localhost1521-ora 1 0g : T Version soherma (RY7): 155118135 e
agg RY1 (January)
dim RY2 (Februany) ]
aga R (March) i Execute query: 3]
agg R4 (April) —
i RV (May) __
Bl 48 RVE (June) { select sum(ps.amount * pr.item price * vc.vat_value) gross_sale,
[ poland_sale __ sum{ps.amount * pr.item price) net_sale,
Z‘LW“”“E‘E 3 pr.name product,
12 d_shops
sh.name shop
i d_time £ land sal a i h h
O 2 RV Q) : zom poland sale ps, pro l.lnts pr, vat_categories vc, shops s
] nolana_sale i where ps.prod id=pr.prod id
=] Bdipr’odu:ts £ and pr.cat id=vc.cat_id
B = h_products and ps.shop id=sh.shop id
[ products : group by pr.name, sh.name
[ vat_categories i version from '01-04-2004' to '30-07-2004'
B 2 d_shaps i
Bz h_shops
B shops
shop_id
narme Execute query Load guery | Cancel ‘
cit i
12 d_time 3 Hl
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Data Query Limitations

2 All predicates of the SELECT command apply to all
DW versions = it is not possible to express a
predicate on a single DW version

< The query parser is unable to infer appropriate
versions of interest from the WHERE clause

2 The query parser is able to compute an integrated
result set of a multiversion query using basic
aggregate functions: SUM, MIN, MAX, AVG
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Metadata Queries

2 Querying metadata for the purpose of analyzing
the MVDW change history

2 Query types
= version query = a query searching for DW versions
that include an indicated schema object or a
dimension instance

= object evolution query = a query retrieving the

evolution history of an indicated schema object or a
dimension instance
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Version Query

2 Example

= show all DW versions whose schema includes fact table
Sale and the structure of Sale in DW version from February
includes two attributes: shop_id and quantity

show versions having fact table Sale
of structure ( shop_id, quantity )
in version 'February";

e @& @ @ @

[ T | ST EALT | poLaw_suE POLAND_SALT | [ pous_san | | potan_sur |
FACT_TABLE FACT_TABLE FACT_TABLE FACT_TABLE FACT_TABLE FACT_TABLE FACT_TABLE
‘shep_id (VARCHARZ) shop_id (VARCHARZ) shep_ki (VARCHARE) shop_id (VARCHARZ) shop_id (VARCHARZ) ‘shep_id (VARCHARZ) shop_id (VARCHARZ)

A
» D
POLAND_SALE
FACT_TABLE FACT_TARLE
‘shop_st (VARCHARE] whop_id (VARCHARZ)
amoend  (NUMIDRY amourd (HUMIIRY.
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Object Evolution Query

> Example

= show the evolution of hierarchy H_Product in dimension
Product that originally exists in base version from March

show evolution of dimension Product
hierarchy H_Product
in version 'R_March’;
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Object Evolution Query

I Multiversion warehouse - metadata query language visualizer

Dasbase  Lawpasge B Export  About

LGl

[ worksbest o 1

Databass conneciien 4| Plot area of warahouse graph versions
L vl @hocahost: 1521 1oralg
G RV RYL
(& Foct tables Rl E— _}
Bl Tebhe: ol_sobes 1d:
3 [ Mbrbades
[] sale_date ITEMS | | CATECORIES
[ prod_d
[ shep it
“} :', nmrrs PROGUCTS
L= Dmensions
- Dimensicn: d_shipe |
L Herarchy: h_she
i Tablec pl_she

-G Diension: d_prod: CATEGORIES cartcor
3 [ Hewarchy: hjro
- Dimersion: d_time 1
a0 reerarchry: bt PROGUCTS
L

|mm|

5 (3 Geworirs
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w1 0o R R
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MVDW Prototype
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storage

Sharing Multiversion Data

2 Copying vs. sharing

< Data redundancy and data anomalies vs. data access
efficiency

R. Wrembel: Research at the Poznan University of Technology 72




Data Sharing

2 BitmapSharing: information on versions a given record
belongs to is represented by bitmaps stored with data
= bitmap - vectorof 0 and 1
= one bitmap is allocated for one shared version of DW table
= the number of bits = the number of records in shared table
= bit position corresponds to the position of a record in a table
= 1 - record is shared; 0 - record is not shared

Products(R;) bitmap hitmap
prod_id name price category Rz Rs
p_1 haguette 0,80 hreadstuff 1 1
p_2 croissant | 1,10 breadstuff 1 1
p_3 milk 3% 4,50 dairy 1 0
@ >@ >0
Ry R, Rs
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Data Sharing

2 Alternative data sharing techniques
= few approaches

= two the most advanced include: [Cellary, Jomier,
VLDB1990], [Salzberg et al., EDBT2004]

MVRecordt PK value Vieginr Vend ’
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Experimental evaluation

< Deriving DW versions sharing data

= variable number of shared records

90000 -
N
L S
N ISRt SO DRSS B
T RIS mmes W
L R DTSSR S RS T
K B I TR EINEe Emm
L e BESES BESSE SEESE SESES DRSS B
U ST R [ESSS DR ERSN RN MR B

O -

[msec]

ime

t

% of records
20 50 75 20 50 75 20 50 75 |shared

10000 reciversion 50000 reciversion 100000 reciversion

B BitmapSharing YO = MYR
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Experimental evaluation

2 Finding a set of records belonging to a given DW version
= test DW composed of 10 DW versions

0 OO%erived DW version shares all data with its parent version
10000 1
o 1000 4
&
E oo
@
£
10
" version
number
| B BitmapSharing | YO EMVR ‘
Ry R, R Rs Rg Rio
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Still Open Problems

2 ETL
= handling its evolution
= optimizing executions
> DWS
= more efficient techniques for
¢ sharing MV data
¢ indexing MV data
= more advanced query languages for MVDW
= MVDW design environments
= transaction concepts for MVDW
= integrity constraints for standard DW and MVDW

= applying GPUs for data processing (querying, data
compression)

= index structures
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Query Optimization

2 Star query
» joins a fact table with its dimension tables
» traditional DW: optimized by means of a join index
(materialized join)
2 MVDW = star queries addressing multiple DW versions
(MV star queries)

= optimization more difficult = star query executed in
multiple DW versions

* naive approach = independent join index in evéfy' DW
version :

2 Our approach: Multiversion Join Index (MVII)*"

Dim: Location

Cilles

Years “ Months “  Days = Auctions Products ~ Categories
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Related Approaches

< B-tree based for managing temporal data

= [Elmasri et al., ICDE91], [Lanka, Mays SIGMOD91], [Becker et al.,
VLDBJour.96], [Nascimiento, Dunham TKDE99], [Jiang et al.,
VLDB2000], ...

2 Indexing 2-dimensional space (transaction time &
valid time)
= [Nascimiento, Dunham, SAC96, IDEAS97]
2 Indexing 2-dimensional space (transaction time &
value)
= [Manolopoulos, Kapetanakis JCIT90], [Tzouramanis et al., DKE99]
2 Summary
= support for storing and searching versions of data that
originate from the same table
* not aiming at optimizing queries that join multiple tables
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Value Index
(Vall)

Version Index
(Verl)
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Bitmap-based MVJI

m Version Bitmap Index

1 Value Bitmap Index

Caoao | w—
co=oco |

-

: : :
Version 1 Version2  -rreerrereeeeeee Version n 00001
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Experimental evaluation

<> Implementation: C++
2 Hardware: 8 core Xeon, 16GB RAM
2 Software: Linux
2 MVDW and data parameters
= nb DW versions = 100
* nb rec. in every DW version = 100 000
» avg data rec. size = 64B
* pointer size = 32B
* index data key size = 32B
» data block size = 4096B
= data block flling = 75%
= nb of DW versions accessed: 4 to 100
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Experimental evaluation

search cost [blocks|

" 70000 = 5 : ' T
ol (]

60000 HBSMVI —g—

S0000 +
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30000

search cost [blocks]

a1 —

i 11 A—_

b of DW varsions queried (N,)
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Indexing Dimensions

i Calegories |

| & categlD
categMame

# prodiD
prodhamea
categlD

A

Auctions

datell
citylD
prodiD

#citylD
cityName
region|D

il
| Regions |

# regeoniD
regionNarme,

Products

dimension Product

<> DW implementation = ROLAP

= star, snowflake, starflake schema

dimension Time

< Simplified version of the Allegro (Allegro.pl) DW

Cities

dimension Location

Months

# monthiD
quarteriD

Quarters | Years
# quarterD # yaariD
yearlD

< Fact table Auctions stores data about finished
Internet auctions

< The schema allows to analyze the number of
finished auctions, and aggregate purchase costs
with respect to time, locations, and sold products
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Example query

Auctions

datelD
citylD
prodID
price
quantity

y

Compute the sum of sales prices of products, per cities where

customers live SELECT Cities.cityName, SUM(Auctions.price)

FROM Auctions, Cities
WHERE Auctions.citylD = Cities.citylD
GROUP BY Cities.cityName;

B?l rolling up the result of the above query along the hierarchy
of dimension Location, one can compute the sum of product

Cities . n
e sales prices per regions
ityName
fﬂnﬁJ SELECT Regions.regionName, SUM(Auctions.price)
“y FROM Auctions, Cities, Regions
Y’ WHERE Auctions.citylD = Cities.citylD
Regions AND Cities.regionlD = Regions.regionlD
# regioniD group by Regions.regionName;
regionNarme
2 Execution: level tables Cities and Regions need to be joined
with fact table Auctions
2 Optimization: additional data structure at level Regions, pointing
to appropriate regional auctions
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: Hierarchically Organized
Bitmap Index

> Simple idea (3. Chmiel, T. Morzy, R. Wrembel. HOBI: Hierarchically Organized Bitmap
Index for Indexing Dimensional Data (DaWak, 2009))

= HOBI is composed of bitmap indexes created for every level of a

dimension hierarchy ——

= BI are also organized as a
hierarchy

HOBI

level table LT,

bitmap index Bly

dimension hierarchy

N
I
level table LT,

bitmap index Bl

= the BI hierarchy reflects the dimension hierarchy, ==

such that a bitmap index at an upper level

fact table

aggregates bitmap indexes from a lower level
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HOBI: Example

4 Handheid o Mninatsbook 2
0 - 0
1 c
1 0 S
1 0 28
1 0 &g
E®@
1 0 B0
1 0
0 1
0 1
0 1
L OR - _ORA
Mio Toshiba Asus HP Palm Macbook Asus  MSI
DigiwWalker Porfege P320 iPag Treo Air Eee PC Wind 5
----------- 1. 0 0 0 0 0o 0 0 s
1 0 0 0 0 0 0 =
0 1 0 0 0 0 0 =
o 0 1 0 o 0 0 23
0 0 0 1 0 0 0 g g
0 0 0 1 0 0 0 Sa
0 0 0 0 0 0 0
0 0 0 0 0 1] Jremmmanrneney
0 0 0 0 0 1 0
0 0 4] 4] 1 [ [
prodID cityID dateID price gquantity
> Mio-DW POz 25-FEB-2009 100 3 @
T-Port WAW 02-MAR-2009 140 1 8
A-P320 WAW 02-MAR-2009 90 2 B
H-iPagq WR 13-MAR-2009 110 1 2
P-Treo WR 14-APR-2009 120 4 o
P-Treo KRA 15-APR-2009 105 2 )
1% Mio-DW KRA 25-MAY-2009 100 1 bel
M-Wind POz 12-MAY-2009 300 i &
R. Wrembel: Research | A-Eee POZ 14-JUN-2009 320 2
M-Bir WR 17-JUL-2009 400 1

HOBI for Roll-up Queries

2 Query: compute the sum of sales concerning products in
category 'Mini notebook'
< Optimization:
= use bitmap 'Mini notebook' (defined for level Categories)
for finding appropriate auctions

Handheld Mini notebook

- 1-1-1-1-1-]

1
1
1
1
1
1
1
0
1]
or ? OR

Mio Teshiba Asus HP Palm M3 Asus Macbook
Digiwalker Portege P320 [Pag Treo Wind Eee PC Alr

cowcoooo
cocoocoooo

coocoooo=o0
coocoocoancoo
cCooo=ssoooo
co—,oocoo0o0
cwocooOooOooo
e Y-T-1-T-
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Experimental Evaluation

2 HOBI vs. Oracle bitmap join index
2 HOBI - implemented on top of Oracle10g
2 Tested queries
" range scan
= roll-up
2 Real dataset (from the Allegro Group)

= 100 000 000 fact rows on finished Internet auctions
from April 2007 until March 2008

= stored in Oracle10g
2 Hardware
= Intel Dual Core 2GHz, 2GB RAM

2 10 runs of one experiment
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Range Scan Query

2 The query computed the number of auctions in a
given time period defined on the Days level

< The bitmap join index was created on attribute
Days.d_date

2 HOBI was created for the Time dimension
2 Time period parameterized: 1, 3, 6, and 9 months

SELECT COUNT(1)
FROM auctions, days
WHERE auctions.start_day = days.d_date

AND days.d_date >= date-A AND days.d _date < date-B;
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Range Scan Query

oin Bitnap Index 1
HOBY

. | tgy/tos=1.50 (1m)
toy /o =1.16 (3m)
w8 7 1 tBJlltHOB|:1'27 (Gm)

tgai/thos=1-48 (9m)

8.6

tine [sec]

a4

8.2 -

i
1 nonth 3 nonths 6 nonths 9 nonths
date range
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Roll-up Query

2 The query computed the number of auctions in a
given time period defined on the upper level
Months

< The bitmap join index was created on Days.d_date
2 HOBI was created for the Time dimension

2 Time period parameterized: from 10% to 100% of
days stored in the database

SELECT COUNT(1)

FROM auctions, days, months

WHERE auctions.start_day = days.d_date

AND days.month = months.id

AND months.month >= date-A AND months.month < date-B;
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tine [secl

Roll-up Query

oin Bitnap Inden
HOBI —#—

6
4+

a

o/

28 48 68 88 188

% of records selected tBJI/tHOB|=1'22 (10-20%)
toy/tyon=1.50 (75-85%)
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HOBI: Summary

2 A simple idea of using bitmap indexes organized
hierarchically along a dimension

2 Experiments run on a real data set
2 Reducing query processing time

* range queries: max 30%

* roll-up queries: max 30%

< HOBI: built-in on top of Oraclel0g = additional
processing overhead
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Motivation for Time-HOBI

< Time dimension is used in most of star queries

2 In order to eliminate the frequent join operation of a fact table
and the Time dimension we propose to implicitly encode the
Time dimension in other dimensions = Time-HOBI

< Assumption: data stored in a fact table are sorted by time

= G. Moerkotte. Small materialized aggregates: A light weight index structure for data
warehousing (VLDB, 1998)

= G. Graefe. Fast loads and fast queries (DaWak, 2009)
= DW is loaded incrementally in time intervals
= data can be easily sorted by time in ETL layer
2 Time—HOBI combines HOBI with time index
2 Time index (TI) is created on bitmaps
= it stores ranges of bit numbers belonging to a given time interval

= time intervals compose the same hierarchy as defined in the Time
dimension
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Time-HOBI: concept

dimension D; time index
bitmap oo bitmap |
By By
by by ] Goreeeen D P
b‘i’ dimension Time
biy Days [“l;lt;nths ] |”Quar|ers Years
biam monthy pdasiD | # monthiD 5 #quantedD [ T e yeariD
dayName quarter|D yeariD |
monthiD
)
5]’"" quarter,
by
buam - v D all HOBISs created for all
B dimensions in a given DW
B schema point to the same
by .
; number of rows in a fact
A — table = only one time index
b b morthyy | is required to index all
N o < dimensions
R— - > year,
bp bp month.
by by o




Time-HOBI: example

Time Index for

HOBI for dimension Product dimension Product
""ﬁ;&éﬁéﬁ";";"""'"""'Ka'in'i'n&"""'(;""”
1 by 0
1 by 0
1 by 0 .
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1 bg 0 '
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0 by 1
0 b 1 JUL g
OR .~ OR .. <
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; DigiWalker Portege P320 iPag  Treo Adr Eea PC Wind
by 1 0 0 0 0 00 1 FEB <
VB2 D 1 o o 0 ] 0
T 0 1 0 0 [i] 1]
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ibg D o o 0 1 0 0 H
: 2009
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prodID cityID dateID price quantity
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fact table Auctions
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Time-HOBI for Queries

< Star queries with selection predicates on time = no need
to join fact table with Time dimension

< Count the number of auctions that started between April
1st and July 31st, 2007, of products from category
'Handheld’ and customers from London

SELECT COUNT(1)

FROM Auctions, Products, Categories, Days

WHERE Auctions.prodID = Products.prodID

AND Products.categlD = Categories.categlD

AND Auctions.datelD = Days.datelD

AND Categories.categName = “"Handheld®

AND Cities.cityName = "London*

AND Days.datelD
BETWEEN to_date("1-04-2007", "dd-mm-yyyy™)
AND to_date("31-07-2007", "dd-mm-yyyy*");
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Time-HOBI for Queries

Handheld London

1 1 0

2 0 1

3 0 0

4 1 1-04-2007 0

5 [0]€----------"-———- oo >[0] 0 0
6 1 0 1 0
7 1 0 1 0
8 0 0 0 0
9 1 0 1 0
10 0 0 0 AND 0
11 1 0 1 0
12 1 1 1 1
13 1 1 1 1
14 0 31-07-2007 1 0 1
15 [0f€--==--=---=---—---—--------- > 0] 0 0
16 0 1

17 0 1

18 1 0

19 0 0

20 1 0

g é SELECT ...

AND Categories.categName = “"Handheld® AND Cities.cityName = “London*
AND Days.datelD
R Wrembl: R BETWEEN to_date("1-04-2007","dd-mm-yyyy")

AND to_date("31-07-2007","dd-mm-yyyy*");

Implementation

2 Cand Python

< Data and indexes stored in flat files

< Focus on the performance of filtering queries with range
predicates defined on time

< Real dataset acquired from the Allegro Group (Allegro.pl)

= 10 000 000 of fact rows describing finished auctions in a simplified
DW schema

2 PC (Intel Dual Core 2GHz, 2GB RAM) under Ubuntu Linux 8.04
< Tested performance characteristics of indexes only = computing
the final bitmaps = COUNT
= traditional bitmap index
= HOBI
= Time-HOBI
< Index block size: 2048B, 4096B, 8192B
2 The same query was executed 10 times
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Experiments

2 Query: compute the number of auctions in a given time
period defined on the Days level

SELECT COUNT(1)

FROM Auctions, Products, Days

WHERE Auctions.prodID = Products.prodID
AND Auctions.datelD = Days.datelD

AND Days.datelD >= “date-begin’

AND Days.datelD <= “date-end”;

2 Time—HOBI created for the Product dimension
2 HOBI created for the Product and the Time dimensions

< Bitmap indexes created for all the foreign keys in fact table
Auctions

< Parameterized time period = the number of records fulfilling the
selection criteria ranged from 10% to 90%
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Time-HOBI: Summary

< The TIME dimension is used in most of star queries =
eliminating the TIME dimension from star queries reduces
the number of joins

2 A simple idea = Time-HOBI:

= using bitmap indexes organized hierarchically along a
dimension

= implicitly including time hierarchy into the indexes

2 Reducing query processing time (on a real data set)
= from 1.1 to 9.86 times as compared to HOBI

< Time-HOBI applicable to dimension other than TIME

provided that the dimension is used for ordering fact rows
and is frequently used in star queries

R. Wrembel: Research at the Poznan University of Technology

103

< Implementation in PostgreSQL (ongoing)

< Index update algorithm (ongoing)

2 Running experiments on a synthetic data set (TPC-H)
2 Applying bitmap ggmpressions to Time-HOBI

OB
(:Illﬂ‘af Index
TIME-HOBI o

tima ms]

L " " "
200000 400000 600000 BOOOOO 184006
Numiber of rows
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Sequential OLAP

2 Origin: analyzing passengers traffic

2 An itinerary results in a sequence of events
= getinto a bus [TS1] = pay = get off [TS2]
= get another bus [TS3] = pay = get off [TS4]
= get a subway [TS5] = pay = get off [TS6]

< Queries

= what is an average duration time/length of an
itinerary?

= what is the most popular line?
= what is a rush hour?
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Sequential OLAP

1.  SELECT COUNT(*)

2. FROM Event

3.  WHERE time == 2007-10-01T00:00 AND
4, fime << 2007-12-31T24:00

5. CLUSTER BY card-id AT individual,

6. time AT day

7. SEQUENCE BY rime ASCENDING

8. SEQUENCE GROUP BY  card-id Al fare-group,

9. time AT day

10. CUBOID BY SUBSTRING (X, Y. Y, X) WITH
11, X AS focation AT station,

12. Y AS locarion AT station

13, LEFT-MAXIMALITY (=1, y1, 2, 22) WITH
14. aLaction =“mn" AND

15, y Laction ="out” AND

16. y2.acrion ="in" AND

17. x2.action ="out”

> How to aggregate sequences?
2 How to join sequences?
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Sequential OLAP

< Problems
= SOLAP data model for storing sequences
= Query language for analyzing data
= Data structures (indexes, materialized views, ...)
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WEB Services

2 Lack of transaction concept, standards
< Managing distributed transactions
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GPU Processing

2 Query processing on GPUs

2 Processing compressed data structures without a
need to decompress them

< Porting compression algorithms to the GPU
platform PolandforAll.com
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PolandforAll.com

R. Wrembel: Research at the Poznan University of Techno S




