Introduction to Weka

Weka is a collection of machine learning algorithms for data mining tasks and
is created by the University of Waikato, New Zealand. All the information you
can find here. We will be using Weka during the decision trees class but now
you just familirize yourself with the software to make further tasks without any
problems.

Task
Install Weka on your own computer. Preferred version is 3.8.
https://waikato.github.io/weka-wiki/downloading_weka/

Questions

1. Can you point out on the example below condition attributes and decision
attributes?

2. How do the rules look, which parts they consist of?

id | outlook | temperature | play
1 | sunny hot no

2 | overcast | mild yes
3 | rainy cool no

As you finally finish with all the installation steps, we can focus on the simple
task of classification. Follow this step by step instruction to get to know with
the Weka software.


https://www.cs.waikato.ac.nz/ml/weka/
https://waikato.github.io/weka-wiki/downloading_weka/

1. Open Weka GUI and choose Explorer from the right panel with applica-
tions.
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2. Go to Preprocess tab and choose first button Open file. Then you need
to find the location in which your Weka software is installed. In the folder
with your Weka software there is data folder which consists of a bunch

of different exemplary datasets that you can try to work with. Today we
want dataset from file weather.nominal.arff.
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Welcome to the Weka Explorer

3. When you open the file, you can see some information about the data from
the file. Try to find out what are the attributes in the data, how many

different values they had and how many instances have each value on the
attribute. How can it be useful?



Q) Weka Explorer - X

Preprocess | Classify | Cluster | Associate | Selectattriputes | Visualize

( Openfile ] ( Open URL J( Open DB. J( Generate ] Undo [ Eait I [ save J
Fiter
choose |none JChonn ] ston
< Jected attrbut
Relation: weather symbolic Atroutes: 5 Name: outiook Type: Nominal
Instances: 14 Sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Attributes. No. | Label | count | weignt
T sumy 5 50
2 overcast 4 40
( o JL Rl JL i JL =t J 3 rainy 5 50

2 temperature
3 numiaity
40 winay

5 [ play

[ crass: pay vom) 13| visuaize |

A

Status

oK

4. Now we want to make some classification. To do this, go to the tab called
Classify. There is default classifier ZeroR, but we want to use Naive
Bayes. Leave all the default values that are there and click Start.
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From the Classifier output you can get many information, depending
on the way you make classification. So let’s see what we can find there.

Firstly, some information about data: number of instances, number and
list of attributes and some other options that are set during running the
classifier. Here we get the default which is 10-fold cross-validation. We
will talk about cross-validation in the next lessons. Shortly saying, cross-
validation is splitting whole dataset to train and validation part and run-
ning it a few times.

Then you can see some detailed information about quality of classifica-
tion. You can see how many different measures you can get. If you are
not familiar with some of them, they are shortly described here [I]. In
case you need some other information in Weka you can find some tutorials
e.g.

https://www.tutorialspoint.com/weka/weka_classifiers.htm
which can be useful in the next lessons.

Task

(a) Can you improve the classification results by changing some param-
eters?

(b) Spend a while on playing with different options, e.g. adding extra
instances and checking the difference in classification or getting only
some of the given attributes.


https://www.tutorialspoint.com/weka/weka_classifiers.htm
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