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Introduction

It is well-known that floating-point arithmetic causes rounding
errors, both for the representation of real numbers and for the
result of operations. Applying approximate methods to solve
problems on a computer we introduce also the error of
methods (usually called the truncation errors).

Using interval methods realized in interval floating-point
arithmetic we can obtain interval enclosures of solutions which

are guaranteed to contain the actual solution.




Introduction

In this presentation we consider an interval difference method
for more general elliptic equations with Dirichlet's boundary
conditions than in our previous papers [1 — 6]. The
generalization consists in taking into account some
continuous functions about the second order partial
derivatives and in adding a term c(x, y) - u(x, y) into equation,
where c(x, y) denotes also such a function.

[1] Hoffmann, T., Marciniak, A, Solving the Poisson Equation by an Interval Method of the Second Order, Computational Methods in
Science and Technology 19 (1) (2013), 13-21.

[2] Hoffmann, T., Marciniak, A., Szyszka, B., Interval Versions of Central Difference Method for Solving the Poisson Equation in Proper
and Directed Interval Arithmetic, Foundations of Computing and Decision Sciences 38 (3) (2013), 193—-206.

[3] Hoffmann, T., Marciniak, A., Finding Optimal Numerical Solutions in Interval Versions of Central-Difference Method for Solving the
Poisson Equation, Chapter 5 in: Data Analysis — Selected Problems (editors: M. tatuszynska, K. Nermend), Scientific Papers of the
Polish Information Processing Society Scientific Council, Szczecin-Warsaw 2013, 79-88.
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230 (2018), 259-270.




Introduction

After a presentation of considered problem and our interval
method, four numerical examples are given. These examples,
like a number of other examples we have solved, show that
the exact solutions belong to the interval enclosures obtained

by our method.

Since, in our opinion, it is rather impossible to obtain a
theoretical proof of this fact, the presentation can be treated

as an experimental one.




Boundary value probicm
for clliptic equations

The well-known general form of elliptic partial differential
equation is as follows:

0 u 0 u
> +28(x, ) +0(x,y)—
Jx Oxdy ady

0 2d(xay)_ +2€(X, y)_ +C(.X',y)l/l :f(xay)a
V. ady
where u =u(x, y), 0 <x < &, 0 <y < B The functions
a=a(x, ), b=b(x, y), c =c(x,), d = d(x, y), e = e(x, y), f= fix, y)
and g = g(x, y) are arbitrary continuous functions determined
In the rectangle Q= {(x, y): 0 <x < &, 0 < y < B} fulfilling in the
interior of Q the condition a(x, y)b(x, y) - g*(x, y) > 0.

ou ou
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Boundary value probicm
for clliptic equations

For (1) we can consider the Dirichlet boundary conditions of
the form

(¢1(y) for x=0,
¢, (x) for y=0,
93(y) for x=a,
(P4 (x) for y=p,

ulp = P(x,y) =+

where

91(0)=¢,(0), ¢r(a)=9¢3(0), @3(8) =¢4(a), 94(0) =¢(B),

andI'={(x,y): x=0,zandO0 <y<for O <x<aandy=0, [}.




Boundary value probiecm
for clliptic equations

If in (1) we take a(x, y) =b(x,y)=1and c(x, y) =d(x, y) = e(x, y) =
= g(x, y) =0, then we have the following well-known Poisson
equation:

7% u . 7% u

> =S (%),

Jx? dy

Interval difference methods for solving this equation with
boundary conditions (2) we have presented in [1 — 3, 5, 6].
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Boundary value probiecm
for clliptic equations

The equation

=+, y)u = £ (%, )

dy
Is another special kind of elliptic equation of the form (1). In [7]
we have constructed interval difference scheme for solving this
equation with conditions (2) and compared with Nakao's
method [8] based on Galerkin's approximation and finite
elements.

[7] Marciniak, A., Nakao's Method and an Interval Difference Scheme of Second Order for Solving the Elliptic BVS, Computational
Methods in Science and Technology 25 (2) (2019), 81-97.

[8] Nakao, M.T., A Numerical Approach to the Proof of Existence of Solutions for Elliptic Problems, Japan Journal of Applied Mathematics
5(1988), 313-332.




Boundary value probiecm
for clliptic equations

In this presentation we consider the elliptic differential equation
of the form

0% u 9% u i,
a(x, ) — +b(x,y)—= +clx, pu=f(xy), (3)
ox ay
In which

a(x,y)b(x,y)>0
in the interior of rectangle Q.




An interval Jdifference method

Partitioning the interval [0, a] into n equal parts of width # and
interval [0, F] into m equal parts of Width k provides a mean of
placing a grld on the rectangle [0, #] x [0, f] with mesh points
(x;, y;), where h = a/n, k= fm. Assumlng that the fourth order
partial derivatives of u exist and using Taylor series in the
variable x about x; and in the variable y about y; we can
express the equation (3) at the points (x;, ;) as

7 (Sis V)

: 5,%14

h? 0%
12 g

7 (x.175) |+

% J'u
12 ay




An interval difference method

where
Uiy, j ~ 22U +u
h2
al,2,...n - 1; S
v, =v(x,y)forve {u, a,b,c,f},

“i,j+1 —Zulj +1/ll'

k2

, J 7l

5

_1, ]

2 _
5 5yulj —

0 i
unij —

and where & € (x,, xi1), 7 € (v, ¥;+1) @re intermediate points,
and the boundary conditions (2) as

w(0,y;)=¢1(y;) for j=0,1,....m,

u(x;,0)=¢,(x;) fori=1,2,...,n -1,
w(a,y;)=¢3(y;) for j=0,1,...,m,
u(x;, f)=¢4(x;) for i =1,2,...,n—-1.




An interval difference method

Differentiating (3) with respect to x and y, we have
I W of Jdadu obd 3 u

g OxeEx 5> Ox o"yz _ é’xﬁyz

Vv _2f dad’s _Weiu NN

dy3 dy 0y gx? dxzé’y oy dyz oy

and differentiating again with respect to x and y, we get

da Gl 5°b 04" 0b Fun, . O

a

b

o*u N 0"2f . 0%a 3%u i
ox*  Ix*> Ox? Ix? ox gx>  Ix? dyz ox é’xdyz dxzdyz
9% c dc du 9% u
= =2 —i5

x> dx 0x J x> ’ (7)
U JOndu ,0a Fu o'u O LN ., 75 O°u

Z

a

b a
é’y4 0"y2 0"y2 x> dy o"xza"y 0"x20"y2 dyz 0"y2 dy 0"y3
9% c dc Ou

= > U i)
Ay dy dy




AAn interval difference method
Taking into account in (7) the relations (6), we obtain

a

I'u . J P o of | J%a _g[@j o ks A e
Axt RW a x> g2 “a\dx Ox2 sz a 0x Jx ) 3y? (8)

_2[@_17&1) P u *u _(dzc Zdadc] _2(dc_cdajdu

dx a dx jxjyz_ dxzdyz dx a dx) dx

Ax2 - a 0x'd%

and

b

u_df 20001 _(dza 2 da db} 7 {dzb _g(@j FZ

dy* dy* bdydy \gy? bdydy)gx* |gy? b\dy 3y’ (9)

2(&1 adb) P *u _(az 2o"bdc} _2[dc_£db)du
dy b3y ooy é’xzdyz dy? bdydy dy bdy)dy

The equation (8) should be considered at (£, y;)) and the
equation (9) — at (x;, 7).




An interval Jdifference method
It is obvious that

b(&,¥;) by + O, cld,7;) = +OM), a(f-ly.)_al.. i)
il Gy

A v,

s . O(h) =——2L +O(h),
(ci Yj)= B (x y;)+O(h) B +0(h) (10)

1 1
a(x;, ;) =a; +O(k), c(x;,0;) =c; +O(k), = (a8

b(x;,1;) by

olv 748 g v;
——(x;, 1)) =——(x;,¥;) + O(k) =—2L +O(k)
dy? dy? ox?

forp=1,2andv=a, b, c.




An interval Jdifference method
Moreover we have

(Elayj)_ (xzay])_l_o(h) Ju +O(h)9

u 3% u
—2(51'9371') :d—z(xi,yj) + O(h) :quij +O(h),
X X

0~.2
(&) :d—’;(x,-,y,-) +O(h) =7u; +O(k>) +O(h),
34

o b

——(x;.77;) =0.,—y(xiayj) + O(k) =0,u;; +O(k),

7 7?2
(X2 11) = (X, v ;) + O(k) = 37wy +O(K),

Jdy

2
(xi,nj)—j (xi2 ) +O(h) =32u;, +O(h?) +O(k),
x

Hidl, j T ML R _ Vi, it Y,

2h P Dk




An interval difference method

Substituting (10) and (11) into (8) and (9), and then substituting
the resulting formulas into (4), after some transformations we
finally obtain

Wll.j . W3lj s W2ij . W4ij
5 Ui-1, j 5 Ui j-1
h 2h k 2k

Wiy Ve
i (2 +2 _W5ij _W6l'j _Cij ulj

72 k2

i Wzl'j . W4ij 4 : 1 Wlij . W3lj . 1
. iy 1
oy ' 2 2h )

= f;j + wy;; +O(h°) +O(k>) +O(h*k?),




An interval difference method

2 daj by
bl] é’y dy

By, qia (o"b,-j :
b

dx Ox 12| gy? dy

1 Cij é’al] ” k2 dle _Cij dbl]
o, e Jy 8 dy |

if




An interval difference method

2 Oa; df
a.: O0x Ox

A

(giayj)

Wi e

R o"2f
12
9’ 7
u2 (ST 00 Dt zuz(fi,yj)
dx0y dx“0y

3 u 7*u
(x;,17;) — ay 72 (xianj):|-




An interval Jdifference method
From (12) we can obtain an interval method.

Let us assume that

ot A u Au
5 (HLY)|= M, s (5Ly)|S P 5 (x,7)

dx“0y dx“0y dx0y
for all (x, y) in Q, and let '¥,(X, Y), To(X, 1), Ei(X, ¥), Ey(X, ¥)

denote interval extensions of

of o2 f of %
E(x,y), dxz ()C, y)a é,_y(xa y)a 0")/2 (X, y)’

respectively.




An interval difference method

Then

3*u Fu Fu
dx“0dy dx“0dy dxdy

for each (x, y), and
¥
Ox
of . g
d_y(xi:nj)D—I(Xi:Yfl' t k, k), g

since €(x;- h,x;,+h)yand n e (y, - k,y; + k).

2
flay])DLIJI(XZ-I_ [_ hah]ayj)a Z_J;({lay])] qu(X-y _[ hah]ayj)a
X

(x;, ;) = (X5, Y5 4 &, k),




An interval Jdifference method
Thus, we have w;; € W,,;, where

x 2
W7 _'E{LPZ(Xi +[_h>h]>Yj)_A D, 4; W1 (X; +[#, k], ;)

ij
B
_2(DxBij = A] DXAZJ}[_Qﬂ Q]_Bij[_Ma M]}
y (13)
= 2

12 ij

+{_2(X Yy +[=k, K1) ——— Dy B;=, (X, ¥y +[ &, k)

_2[Dy,4,.j —B—nyB ][ P, P] - A;[ =018 M]}

l.j
and where V, and DV, for V € {4, B} and z € {x, y} denote
interval extensions of v; and o,/ for v € {a, b}, respectively.




An interval difference method

If we denote interval extensions of f;, ¢; and w,; by F;, C; and

W, respectively (p =1, 2, ..., 6), then from the above

considerations and (12) it follows an interval method of the

LA ",
el P )Y

2
h? i
W;: Wi Wy ..

+( i U]Ui,j+l+( — e U
k 2k h 2h

:F;] +W7l'j +[_5,5], i:1,2,...,n—1, j=1,2,...,m—1,

~ Wi ‘Cij]Uz'j

where the interval [- 0, J], called the o-extension, represents
@ - O(k) + O(hED),




An interval difference method

and where
UOj :q)l(Yj)» Uio :cD2(Xi)9 Unj = CD3(Y]-), Ui :¢4(Xi)9

Y=0,1,...,m, =2 Sl (19)

Here, ®,(Y), ®,(X), O,(Y) and d,(X) denote interval extensions
of ¢(v), ¢(x), ¢(v) and g,(x), respectively.

The system of linear interval equations (14) with (15), with
unknowns U, can be solved in conventional (proper) floating-
point interval arithmetic, because all intervals are proper.




An interval difference method

It should be added a remark concerning the constants M, P
and Q occurring in (13). If nothing can be concluded about M,
P and Q from physical or technical properties or characteristics
of the problem considered, we proposed to find these
constants taking into account that
d*u [“i—l,j—l Tu, i YU, TU A A
dy hk?

qth; — 2(u;-1, j Y g T e YU

h2i2 ’

(x;,y:)= lim lim
20 g ox

+

Fu i .
= lim lim
Ix*dy h-0k -0

(”i—l,jﬂ W1, -1 20, 0w, ) R U —1]
2hk

3
W |

Uil j-1 ~ Uil j=1 =254, j ~Ui-, 5 T A U4, 4
dxdy? h-0k -0 '

Dhic?




An interval difference method

We can calculate

: Ui-1,j-1 TU-1j+ TU+ 1 TU4 G4
e
Asiesl|

thuy = 2i-1, Ty e T e i) |

1‘ U v i — 200, )

T Uiv1, j+1 T Ui+, 1 |

1

Q = max ’u+1 W _2(u+l . = )

e o L i+, j TUid,
. 1929°'°9m_1

YU+ 41 T U, \

where u,; are obtained by a conventional method for a variety
of n and m.




An interval difference method

Then we can plot M, P, and O, against different n and m.
The constants M, P and QO can be easy determined from the
obtained graphs, since

hm M, < M, lm P =SS

n — oo n — oo n — oo
m — m — m — 00




Numerical examples

In the examples presented we have used our own
implementation of floating-point interval arithmetic written in
Delphi Pascal. This implementation has been written as a unit
called IntervalArithmetic32and64, which current version may
be found in [9]. The program written in Delphi Pascal for the
example considered one can find in [10] and [11]. We have run
this program on Lenovo® Z51 computer with Intel® Core i7
2.4 GHz processor.

[9] Marciniak, A., Interval Arithmetic Unit (2016), URL http//www.cs.put.poznan.pl/amarciniak/ IAUnits/IntervalArithmetic32and64.pas.
[10] Marciniak, A., Delphi Pascal Programs for Elliptic Boundary Value Problem (2019),

URL http// www.cs.put.poznan.pl/amarciniak/IDM- EllipticEqn-Example
[11] Marciniak, A., Delphi Pascal Programs for Nakao and Interval Difference Methods for Solving the Elliptic BVP (2019),

URL http://www.cs.put.poznan.pl/amarciniak/NIDM-EllipticBVP-Examples




Numerical examples

Example 1

Let Q=1[0,1] x [0, 1] and consider the following problem:
D % u s 0 u
X~ Sin 7y > + y© sin7x > — Xyu
Jx dy
mx+y) KX =Y) _1}
2 2

91(»)=1, 9,(x)=1, @3(y) =exp(y), @4(x) =exp(x).

This problem has the exact solution u(x, y) = exp(xy). Since the
exact solution is known, we can calculate the constants M, P
and O and take M =19.03, P= Q= 8.16. These constants can
be also estimates from the graphs presented in Fig. 1 and 2
(the method still succeeds for less accurate bounds).

=Xy exp(xy)[bcy sin




Numerical examples

T | \ B0 Rl S S U RN W — | ORRMES R

10 20 30 40 50 60 70 80 90 100110120130140 10 20 30 40 50 60 70 80 90 100110120130140
Figure 1. Estimations of M Figure 2. Estimations of P and Q

For h=k=0.01,i.e.,n=m=100, and 6= 10°, using an interval
version of LU decomposition, after 6 minutes we have
obtained by our program [10] the results presented in Table 1.

Note that using the interval version of full Gauss elimination (with pivoting)
we need about 200 days (!) of CPU time to obtain such results.

[10] Marciniak, A., Delphi Pascal Programs for Elliptic Boundary Value Problem (2019),
URL http// www.cs.put.poznan.pl/amarciniak/IDM- EllipticEqn-Example




Numerical examples

Table 1. Enclosures of the exact solution obtained by the method (14) — (15)

i ) U; Width
(0.1,0.5) [1.0509815441511615E+0000, 1.0515636639134466E+0000] ~5.82- 10
exact ~ 1.0512710963760240E-+0000

(0.3,0.5) [1.1616066450304161E+0000, 1.1620625933013910E+0000] =~ 4.56- 10*
exact = 1.1618342427282831E+0000

(0.5,0.1) [1.0509815441511614E+0000, 1.0515636639134467E+0000] =~ 5.82- 10
exact = 1.0512710963760240E+0000

(0.5,03) [1.1616066450304160E+0000, 1.1620625933013911E+0000] =~ 4.56- 10*
exact = 1.1618342427282831E+0000

(0.5,0.5) [1.2838256641451216E+0000, 1.2842221958365290E+0000] =~ 3.97- 10*

exact = 1.2840254166877415E+0000

(0.5,0.7) [1.4189191705563 123E+0000, 1.4192105027251595E+0000] =~2.91- 10*
exact = 1.4190675485932573 E+0000

(0.5,0.9) [1.5682528588111690E+0000, 1.5683682637095705E+0000] =~ 1.15- 10
exact = 1.5683121854901688 E+0000

(0.7,0.5) [1.4189191705563122E+0000, 1.4192105027251595E+0000] =2.91-10*
exact = 1.4190675485932573E+0000

(0.9,0.5) [1.5682528588111689E+0000, 1.5683682637095705E+0000] =~ 1.15-10*
exact = 1.5683121854901688E-+0000

One can observe that for each (x;, y,) the exact solution is
within the interval enclosures obtained. It should be added that
CPU time grows significantly for greater values of » and m. ;.




Numerical examples

Example 2 [8, pp. 330 — 331]
Let us consider the following problem:

2 2
4 Z+ g Z +7m=(1 —-27m)sin &sin 7 in Q,
Jdx dy (16)

u=0 on [,

where Q= [0, 1] x [0, 1]. In this problem we have
a(x, y) = b(x, y) =1 and c(x, y) = m. The exact solution of (16)
Is of the form (see Fig. 3)

u(x, y) = %sin 7T sin 77. L)

[8] Nakao, M.T., A Numerical Approach to the Proof of Existence of Solutions for Elliptic Problems, Japan Journal of Applied Mathematics

5 (1988), 313-332.
32 of 46




Numerical examples

Using Nakao's method” and
taking (as Nakao) 2 =10.1, i.e.,
n =10, the initial values from
Galerkin's approximation, the
stopping and extension
parameters e= 6= 10"°, we
02 obtain after N = 10 iterations the
i A results presented in Table 2. In
Figure 3. A graph of solution (34) to the problem (33) the same table we also present
the results obtained by Nakao.

One can observe that our intervals are thinness than those
presented by Nakao in his original paper. Moreover, it should
be added that Nakao obtained his results after N= 16
iterations, i.e., in a greater number of iterations than in our
Implementation.

) The Nakao method is an iteration method based on Galerkin’s approximation and finite element method known
from conventional theory for solving elliptic problems.




Numerical examples

Table 2. Enclosures of solution (17) to the problem (16) obtained by Nakao’s method
(N —intervals presented in [8])

() UX, Y)) Width x 103

(1, 1) [2.6895096700530953E-0002, 3.2427221086186715E-0002]
= [0.0268950, 0.0324273]
N [0.0152852, 0.0459134]
exact = 0.0303959

[9.0624935701623463E-0002, 1.03600437867458 75E-0001]
~ [0.0906249, 0.1036005]

N [0.0641884, 0.1338544]

exact =~ 0.0983632

[2.7580990032784303E-0002, 3.3135690195121944E-0002]
= [0.0275809, 0.0331356]
N [0.0152852, 0.0459134]

exact = 0.0303959

[5.2119428179302382E-0002, 6.1187858075021614E-0002]
= [0.0521194, 0.0611879]

N [0.0335920, 0.0828146]

exact = 0.0578164

[1.7346343896287746E-0002, 1.9597642240178172E-0002]
= [0.1734634, 0.1959765]

N [0.1278847, 0.2488152]

exact= 0.1870979

[5.2962951964144576E-0002, 6.2056169423667783E-0002]
=~ [0.0529629, 0.0620562]

N [0.0335920, 0.0828146]

exact = 0.0578164

[7.2554266253714074E-0002, 8.3864670393438673E-0002]
=~ [0.0725542, 0.0838647]

N [0.0496244, 0.1105956]

exact = 0.0795775




Numerical examples

Two reasons may cause that in our implementation we have obtained
better enclosures: we have used the exact integrals in the method, while
probably in [8] some quadratures have been used (it causes to come into
being some additional errors — errors of quadratures), and in our interval
calculations we have taken advantage of Delphi Pascal Extended type,
which is more precise than Double type used probably in [8] (this have
rather small influence on the results).

The Nakao method gives validated solutions, but in our experimental
interval difference method the obtained enclosures (intervals) are thiness,
and — of course — all intervals contain the exact solution at the mesh
points (see Table 3).

In our interval difference method we have taken M = 62.02
(since the exact solution is known). The values of constants P
and Q are unnecessary since a=5b =1, and hence au/dk =

= au/dy = ob/ck = ob/cy = 0. Moreover, we assume in our method
that 0= 0.001, and — according to the boundary conditions —
iU, U, =~ U, =0( =0 10,5 18F.. ,9).

J

[8] Nakao, M.T., A Numerical Approach to the Proof of Existence of Solutions for Elliptic Problems,
Japan Journal of Applied Mathematics 5 (1988), 313—332.




Numerical examples

Table 3. Enclosures of solution (17) to the problem (16) obtained by the method (14) —(15)
(N —Nakao’s method)

(i.)) UX, Y) Width x 103

(1, 1) [2.8413489793818334E-0002, 3.2077265656902749E-0002]
~ [0.0284134, 0.0320773] = 3.7
exact = 0.0303959 N=55

(1,5) [9.3435235810096799E-0002, 1.0258291837474664E-0001 ]
~ [0.0934352, 0.1025830] ~0.1
exact = 0.0983632 N=13.0

(1,9) [2.8373268255628631E-0002, 3.2303880411274499E-0002]
~ [0.0283732, 0.0323039] =39
exact = 0.0303959 N~= 5.6

(2,1) [5.4472248034826312E-0002, 6.060870374500673 SE-0002]
~ [0.0544722, 0.0606088 ] = 6.1
exact = 0.0578164

(2,5) [1.7840742966978266E-0001, 1.9450823450046243E-0001 ]
~ [0.1784074, 0.1945083 ]
exact = 0.1870979

(2,9) [5.4395742122844850E-0002, 6.1039750622674490E-0002]
~ [0.0543957, 0.0610398]
exact = 0.0578164

(3,1) [7.5335356959410713E-0002, 8.3113638230475435E-0002]
~ [0.0753353, 0.0831137]
exact = 0.0795775




Numerical examples

Example 3 [8, pp. 329 — 330]
For the problem

%u “Btu
+—— +20xyu =(1 ~2m)sin /&sin ¥ in Q,
dy (18)

u=0on I,

where Q=10, 1] x [0, 1], the exact solution is unknown.

Taking 4 = 0.1, the initial values from Galerkin’'s approximation, the
stopping parameter £= 10~* and the extension parameter =10, in
our implementation of Nakao's method we obtain after N = 7 iterations
the results presented in Table 4. The Nakao results (published in [8])
obtained after N= 10 are also presented in the same table. As in
Example 2 we can observe that our intervals are significant thinness
and Nakao obtained his results after a greater number of iterations.

[8] Nakao, M.T., A Numerical Approach to the Proof of Existence of Solutions for Elliptic Problems, Japan Journal of Applied Mathematics

5 (1988), 313-332.
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Numerical examples

Table 4. Enclosures of solution to the problem (18) obtained by Nakao’s method
(N - inter vals presented in [8])

(,7) Ulx, Y)) Width x 103

(1,1)  [2.5422096920147401E-0002, 3.3990702176130446E—0002]
~ [0.0254220, 0.0339908]
N [0.0044953, 0.0603775]

(1,5) [9.2513778055918294E-0002, 1.1033908384199032E-0001 ]
~ [0.0925137, 0.1103391]
N [0.0066034, 0.2148457]

(1,9) [2.8693572427687149E-0002, 3.7601391162418901E-0002]
~ [ 0.0286935, 0.0376014]
N [-0.0158443, 0.0880232]

(2,1)  [5.0699038788017661E-0002, 6.349579392509535 1E-0002]
~ [0.0506990, 0.0634958]
N [0.0097055, 0.1147773]

(2,5) [1.8060879979601782E-0001,2.1053874248141714E-0001 ]
~ [0.1806087, 0.2105388]
N [0.0133514, 0.4145900]

(2,9) [5.7342513568695084E-0002, 7.0907900667225485E-0002]
~ [ 0.0573425, 0.0709080]
N [-0.0269411, 0.1674148]

(3,1) [7.183059256479579TE-0002, 8.7386541698192201E-0002]
~ [0.0718305, 0.0873866]
N [0.0124607, 0.1610751]




Numerical examples

In order to use our interval difference method we need to
evaluate the constant M (as previously, the constants P and O
are unnecessary). Since the exact solution is unknown, we can
calculate M, for different values of n. The obtained results are
presented in Fig. 4. From this figure it follows that M = 38.9. For
h=0.1 and 0=0.001 from (14) — (15) we obtain enclosures of
the exact solution presented in Table 5 (these enclosure are

thinness than those presented in Table 4).

Mnn
38,9

38,8

38,7

38,6

38,5 \ \ \ \ \ \ \ \ L
10 20 30 40 50 60 70 80 90 100 Figure 4. A graph for M, for n =10, 20, ..., 100




Numerical examples

Table 5. Enclosures of solution to the problem (18) obtained by the method (14) — (15)
(N —Nakao’s method)

(,)) UxX,Y) Width < 10°
(1,1) [2.8997209867618227E-0002, 3.1544047883616199E-0002]

~ [0.0289972, 0.0315441] ~25
N :>

(1,5) [9.9185893244672646E-0002, 1.0604503147224523E-0001]
~ [0.0991858, 0.1060451 ] =~ 6.9
~17.8
(1,9) [3.1726223260720911E-0002, 3.4740582521688013E-0002]
~[0.0317262, 0.0347406] = 3107
N=89
(2,1) [5.5847687322568013E-0002, 6.0189730374459988E-0002]
~ [0.0558476, 0.0601898 ] = 430
N =12.8
(2,5) [1.9176543915299421E-0001, 2.0413632819753807E-0001]
~ [0.1917654, 0.2041364] =~ | 24N

(2,9) [6.1877653239000653E-0002, 6.7170747737222414E-0002]
~ [0.0618776, 0.0671708]

(3,1) [7.7943013254661869E-0002, 8.3553350213709836E-0002]
~[0.0779430, 0.0835534]




Numerical examples

Example 4
Let

cos\/l + x? +y2

Y1+ +y7 (19)

’u  0u 1 2+ x? +y2
+ =
Jx? é’yz 1+ x? +y2

—(x2 +y2)sin\/1+x2 +y2} in Q

(sin\/1+y2 for x =0,
_<sin\/1+x2 for y =0,

sin4/ 65 + y2 for x =8,
|sinV17 + x? for y =4,
where Q= [0, 8] x [0, 4]. The Poisson equation (19) with
Dirichlet's conditions (20) has the solution of the form
(see Fig. 95)

u(x,y) = sin\/l + x? +y2.




Numerical examples

The problem (19) — (20) cannot be solved by Nakao's method
since ¢ =0 (see [7] for details). But using our interval method
we can obtain enclosures of (21) at some mesh points.

Takingn=80,m=40 (h=k=0.1),
M = 1.382 (this constant can be
estimated since the exact solution
IS known), from our method in
which the interval [- 6, J] does not
occur (this interval never occurs
for the Poisson equation), we
have obtained enclosures of the
exact solution presented in
R iacigeciinon 1) Table 6. As previously, all
Intervals contain the exact
solution at the mesh points.

[7] Marciniak, A., Nakao's Method and an Interval Difference Scheme of Second Order for Solving the Elliptic BVS, Computational
Methods in Science and Technology 25 (2) (2019), 81-97.
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Numerical examples

Table 6. Enclosures of solution (21) to the problem (19) —(20)
obtained by the method (14) — (15) (for selected i and j)

(i, j) Ux,Y) Width x 103

(40, 8)  [-8.7570448853762087E-0001, -8.6786852449020102E-0001 ]
~ [-0.8757044, -0.8678686] ~7.8
exact = —0.8715758

(40, 16) [-9.6473261912851148E-0001, —9.5273425661315874E-0001 ]
~ [-0.9647326, -0.9527343]
exact = —0.9583239

(40,24) [-1.0049018906555416E+0000, —9.9269471083206701E-0001]
~ [-1.0049018, —0.9926948]
exact = —0.9982978

(40, 32) [-8.7882382725746346E-0001, -8.7056138147601539E-0001]
=~ [-0.8788238, -0.8705614]
exact = —0.8742991

(16,20) [3.7736191041585845E-0001, 3.8651130223780119E-0001]
= [0.3773619, 0.3865114]
exact ~ 0.3820811

(32,20) [-6.9697972969609782E-0001, —6.8473622032926368E-0001 ]
=~ [-0.6969797, -0.6847363]
exact = —0.6905517

(48,20) [-8.4156500228698132E-0001, -8.2916731158025701E-0001]
~ [-0.8415650, -0.8291674]
exact = —0.8348743

(64, 20) [4.7127662788337241E-0001, 4.8095589691916753E-0001]
= [0.4712766, 0.4809559]
exact = (0.4760830




Conclusions

In this presentation, on the basis of a few examples, we have
shown that the proposed interval difference method give better
enclosures of the exact solutions than those obtained by the
well-known Nakao's method.

Although Nakao's method can be applied to a lot of elliptic
boundary value problems, there are some inconveniences,
from which the main one consists in non-applicability of the

method to the well-known Poisson equation.

However, it should be added that the proposed interval method
can be considered only as an experimental one. Since some
guantities occurring in the method are adopted experimentally,
a strictly mathematical proof that the obtained intervals contain
exact solutions is rather impossible to receive.

Bul® m——




Conclusions

If we assume that the constants M, P, O and J-extension are
determined properly, then for the system of interval linear
equations (14), from which we obtain our enclosures, we can
quote the following theorem (see, e.g., [12, p. 89)):

If we can carry out all steps of a direct method for solving a
finite system of linear algebraic equations Ax = b in interval
arithmetic (if no attempted division by an interval containing

zero occurs, nor any overflow or underflow), the this system
has a unique solution for every real matrix in A and every real
vector in b, and the solution is contained in the resulting
interval vector X.

[12] Moore, R. E, Kearfott, R. B., Cloud, M. J., Introduction to Interval Analysis, SIAM, Philadelphia (2009).
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