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Abstract. We introduce a novel decision rule induction algorithm for
solving the regression problem. There are only few approaches in which
decision rules are applied to this type of prediction problems. The al-
gorithm uses a single decision rule as a base classifier in the ensemble.
Forward stagewise additive modeling is used in order to obtain the en-
semble of decision rules. We consider two types of loss functions, the
squared- and absolute-error loss, that are commonly used in regression
problems. The minimization of empirical risk based on these loss func-
tions is performed by two optimization techniques, the gradient boosting
and the least angle approach. The main advantage of decision rules is
their simplicity and good interpretability. The prediction model in the
form of an ensemble of decision rules is powerful, which is shown by
results of the experiment presented in the paper.

1 Introduction

A decision rule is a logical expression of the form: if [conditions], then [decision].
If an object satisfies conditions of the rule, then the decision is taken; otherwise
no action is performed. A rule can be treated as a simple classifier that gives
a constant response for the objects matching the conditions, and abstains from
the response for all other objects.
Induction of decision rules has been widely considered in the early machine

learning approaches. The most popular algorithms were based on a sequential
covering procedure (also known as separate-and-conquer approach) [26, 7, 8, 17].
Apart from the sequential covering, some other approaches to rule induction
exist. For instance, the apriori-based algorithms are also used for induction of
predictive rules [24, 33]. There are several rule-based approaches of lazy learning
type, possibly combined with instance-based methods [10, 18]. Other algorithms
based on Boolean reasoning and mathematical programming try to select the
most relevant rules – this is the case of Logical Analysis of Data [3]. Let us
also notice that decision rule models are strongly associated with rough set ap-
proaches to knowledge discovery [27, 31, 20, 32, 19], where also Boolean reasoning
has been applied [30]. Such wide interest in decision rules may be explained by
their simplicity and good interpretability. It seems, however, that decision trees



(e.g. C4.5 [29], CART [6]) are more popular in data mining and machine learning
applications. Nevertheless, recently, a growing interest in decision rule models is
observed. As an example, let us mention such algorithms as RuleFit [15], SLIP-
PER [9], Lightweight Rule Induction (LRI) [35], and ensemble of decision rules [1,
2]. All these algorithms can be explained within the framework of forward stage-
wise additive modeling (FSAM) [21], a greedy procedure for minimizing a loss
function on the dataset.

Let us notice that there are only few rule induction algorithms tailored to
the problem of regression. An example is an extension of LRI [23], in which the
decision attribute is discretized and then the problem is solved via classification
rules. Another example is RuleFit, which uses FSAM framework explicitly, there-
fore can utilize a variety of loss functions, including those adapted to regression
problems, like squared-error loss.

However, in RuleFit the decision rules are not generated directly – trees are
used as base classifiers instead. Rules are produced from each node (interior
or terminal) of each resulting tree. This is set up by conjunction of conditions
associated with all the edges on the path from the root of the tree to the consid-
ered node. Rule ensemble is then fitted by gradient directed regularization [14].
LRI, in turn, uses a specific reweighting schema (cumulative error), similar to
Breiman’s Arc-xf algorithm [5], which can also be explained in the context of
loss function minimization [25]. Single rules are in the form of DNF-formulas.

The algorithm described here, called ENDER (from ENsemble of DEcision
Rules), benefits from the achievements in boosting machines [16, 11, 25, 12]. The
main contribution of this paper is transmission of these achievements to the
ground of a specific weak learner being a decision rule. Similarly to FSAM, our
approach is stated as a greedy minimization of a loss function on the training
set. However, contrary to RuleFit and LRI, the method introduced in this paper
generates simple single rules (conjunctions of elementary conditions) directly,
one rule in each iteration of the algorithm. Our approach is also distinguished
by the fact of using the same single measure (value of the empirical risk) at
all stages of the learning procedure: setting the best cuts (conditions), stopping
the rule’s growth and determining the response (weight) of the rule; no addi-
tional features (e.g. impurity measures, pruning procedures) are considered. Our
research includes detailed analysis of the algorithm, both from the theoretical
and experimental point of view. We report experiments with two types of loss
functions, squared- and absolute-error loss, using two optimization techniques,
the gradient boosting [12] and least angle approach [25].

The paper is organized as follows. In section 2, the regression problem is for-
mulated. Section 3 presents a general framework for construction of an ensemble
of decision rules. Section 4 is devoted to the problem of a single rule genera-
tion. Derivation of particular algorithms for different optimization techniques
and loss functions is described in section 5. Section 6 contains experimental re-
sults and comparison with other methods. The last section concludes the paper
and outlines further research directions.



2 Problem Statement

In the regression problem, the aim is to predict the unknown value of an at-
tribute y (called decision attribute, output or dependent variable) of an object
using known joint values of other attributes (called condition attributes, pre-
dictors, or independent variables) x = (x1, x2, . . . , xn). The decision attribute is
quantitative and it is assumed that y ∈ R, where R is a set of real numbers.
The aim is to find a function F (x) that predicts accurately value of y. The ac-

curacy of a single prediction is measured in terms of the loss function L(y, F (x))
which is the penalty for predicting F (x) when the actual value is y. The overall
accuracy of the function F (x) is measured by the expected loss (prediction risk)
over the joint distribution of variables P (y,x) for the data to be predicted:

R(F ) = EyxL(y, F (x)) = Ex[Ey|xL(y, F (x)].

Therefore, the optimal (risk-minimizing) decision function (or Bayes optimal
decision) is given by:

F ∗ = arg min
F

EyxL(y, F (x)) = arg min
F

Ex[Ey|xL(y, F (x)]. (1)

Since P (y,x) is generally unknown, the learning procedure uses only a set of
training examples {yi,xi}N

1 to construct F (x) to be the best possible approxi-
mation of F ∗(x). Usually, it is performed by minimization of the empirical risk :

Remp(F ) =
1
N

N∑
i=1

L(yi, F (xi)),

where function F is chosen from some restricted family of functions.
The regression problem is solved typically by using the squared-error loss:

Lse(y, F (x)) = (y − F (x))2. (2)

The Bayes optimal decision for the squared-error loss has the following form:

F ∗(x) = arg min
F (x)

Ey|xLse(y, F (x)) = Ey|x(y). (3)

It follows that minimization of expected squared-error loss can be seen as estima-
tion of expected value of y for given x. The absolute-error loss is also considered:

Lae(y, F (x)) = |y − F (x)|. (4)

The Bayes optimal decision in this case is:

F ∗(x) = arg min
F (x)

Ey|xLae(y, F (x)) = mediany|x(y). (5)

Thus, minimization of expected absolute-error loss can be seen as estimation of
median of y for given x. It is often underlined that the absolute-error makes the



fitting procedures less sensitive to outliers, because the error grows linearly, not
quadratically, with the distance between actual and predicted value.
In order to solve the regression problem, other loss functions can also be em-

ployed, for example, Huber loss [22] or ε-insensitive error loss, well-known from
support vector regression [34]. In this paper, however, we restrict our consider-
ations to the squared- and absolute-error loss only.

3 Learning of an Ensemble of Decision Rules

This section describes the general scheme for decision rule induction. Let us
remind that decision rule is a specific classifier having the form of logical expres-
sion: if [conditions], then [decision].
Let Xj be a value set of attribute j, i.e. the set of all possible values for

attribute j. Conditions of the rule consist of elementary expressions of the general
form xj ∈ Sj , where xj is the value of object x on attribute j and Sj is some
subset of Xj , j ∈ {1, . . . , n}. We assume that in the case of ordered value sets,
Sj has the form of the interval [sj ,∞) or (−∞, sj ] for some sj ∈ Xj , so that the
elementary expression takes the form xj ≥ sj or xj ≤ sj . For nominal attributes,
we consider elementary expression of the form xj = sj or xj 6= sj . Let φSj

(x) =
I(xj ∈ Sj), where I(a) is an indicator function, i.e. if a is true then I(a) = 1,
otherwise I(a) = 0. Let further Φ denote the set of elementary expressions
constituting the conditions of the rule. Moreover, let Φ(x) =

∏
φ∈Φ φSj

(x) be a
function that indicates (is non-zero) if an object satisfies conditions of the rule.
It is easy to see that conjunction of elementary expressions defines an arbitrary
axis-parallel region in the attribute space. Decision, denoted by α, is a real non-
zero value assigned to this region. Therefore, we define a decision rule as:

r(x) = αΦ(x). (6)

Notice that the decision rule takes only two values, r(x) ∈ {α, 0}.
We assume that the optimal decision function F ∗(x) is approximated by a

linear combinations of M decision rules:

F (x) = α0 +
M∑

m=1

rm(x), (7)

where α0 is a constant value, which can be interpreted as a default rule, covering
the whole attribute space. Construction of optimal combination of rules mini-
mizing the empirical risk is an extremely hard optimization task. That is why we
follow here FSAM [21], i.e. the rules are added one by one, greedily minimizing
the loss function. We start with the default rule defined as:

α0 = arg min
α

N∑
i=1

L(yi, α). (8)

In each next iteration, the new rule is added taking into account previously
generated rules. Let Fm−1(x) be a prediction function after m − 1 iterations,



Algorithm 1: Ensemble of decision rules – ENDER

input : set of training examples {yi,xi}N
1 ,

M – number of decision rules to be generated.
output: default rule α0, ensemble of decision rules {rm(x)}M

1 .

α0 = arg minα

PN
i=1 L(yi, α); //default rule

F0(x) = α0;
for m = 1 to M do

rm(x) = arg minΦ,α

nP
Φ(xi)=1 L(yi, Fm−1(xi) + α)+P

Φ(xi)=0 L(yi, Fm−1(xi))
o
;

Fm(x) = Fm−1(x) + ν · rm(x);
end
ensemble = {rm(x)}M

1 ;

consisting of first m − 1 rules and the default rule. In the m-th iteration, a
decision rule is obtained from:

rm(x) = arg min
Φ,α

 ∑
Φ(xi)=1

L(yi, Fm−1(xi) + α) +
∑

Φ(xi)=0

L(yi, Fm−1(xi))

 (9)
This is the main step of the algorithm. Different approaches to solution of (9)
are described in the next two sections.

It has been shown that in order to improve the accuracy of the ensemble, the
base classifiers should be shrunk towards α0 [21]. That is why we use a shrinkage
parameter ν ∈ (0, 1] when the ensemble is augmented by the newly generated
rule:

Fm(x) = Fm−1(x) + ν · rm(x).

In other words, values of ν determine the degree to which previously generated
rules rk(x), k = 1, . . . ,m − 1, affect the generation of the successive one in the
sequence, i.e., rm(x).
It has also been observed that training base classifiers on a subsample of the

training set leads to improvement of both accuracy and computational complex-
ity [13]. This is due to the fact that classifiers trained on the random subsamples
become diversified and less correlated. We also apply this technique and take
subsample of size η ≤ N randomly drawn with or without replacement from the
original training set, when a single rule is generated.

The whole procedure for constructing an ensemble of decision rules is pre-
sented as Algorithm 1. We called this procedure ENDER (from ENsemble of
DEcision Rules).



4 Generation of a Single Rule

Exact solution of (9) is still computationally hard. That is why, in order to
generate a single rule, we are using a fast approximate algorithm. The general
scheme of this algorithm is the following. At the m-th iteration:

1. Find Φm by minimizing some functional Lm(Φ) in a greedy manner (the par-
ticular form of the functional depends on the loss function and minimization
technique used; see next section):

Φm = arg min
Φ

Lm(Φ). (10)

2. Find αm as a solution of the following line-search problem:

αm = arg min
α

N∑
i=1

L(yi, Fm−1(xi) + αΦm(xi)). (11)

In the case of the squared- and absolute-error loss, computation of αm is
straightforward, because analytical expressions for (11) can be given (see
next section).

The greedy procedure for finding Φm is the following:

– At the beginning, Φm is empty (no elementary expressions are specified),
– In the next step, an elementary expression φSj

is added to Φm that minimizes
Lm(Φ) (if it exists). Such expression is searched by consecutive testing of
elementary expressions, attribute by attribute. For ordered attributes, let
x

(1)
j , x

(2)
j , . . . , x

(N)
j be a sequence of ordered values of attribute j, such that

x
(i−1)
j ≥ x

(i)
j , for i = 2, . . . , N . Then, each elementary expression xj ≥ sj or

xj ≤ sj , for each sj =
x
(i−1)
j +x

(i)
j

2 , is tested. For nominal attributes, we test
each expression xj = sj or xj 6= sj , for each value sj ∈ Xj .
– The above step is repeated until Lm(Φ) cannot be decreased.

The output of the whole procedure is the decision rule rm(x) = αmΦm(x). The
details of the algorithm for two loss functions and two optimization techniques
are given in the next section.
Let us underline that this procedure is very fast and proved to be efficient

in computational experiments. The ordered attributes can be sorted once before
generating any rule. The procedure for finding optimal Φ resembles the way the
decision trees are generated. Here, we look for only one branch instead of the
whole decision tree. Moreover, let us notice that minimal value of Lm(Φ) is a
natural stop criterion in building a single rule and we do not use any other
measure (e.g. impurity measures) for choosing the optimal cuts.

5 ENDER Algorithms with Different Optimization
Techniques and Loss Functions

We use two minimization techniques that determine the form of Lm(Φ).



Gradient boosting [12]. In this method, the rule is fitted to the negative gradient
of loss function for each training object:

ỹi = −∂L(yi, F (x))
∂F (x)

∣∣∣∣
F (x)=Fm−1(xi)

, i = 1, . . . , N. (12)

The fitting procedure is defined by minimization of the squared-error between
rule response and negative gradient:

r(x) = arg min
Φ,α

( ∑
Φ(xi)=1

(ỹi − α)2 +
∑

Φ(xi)=0

ỹ2
i

)
. (13)

The term in brackets can be solved for:

α =

∑
Φ(xi)=1 ỹi∑N
i=1 Φ(xi)

, (14)

where
∑N

i=1 Φ(xi) is the number of objects satisfying Φ(xi) = 1. Thus, α is an
average of the negative gradient in the region covered by the rule. Putting (14)
into (13), expanding the term in the sum for Φ(xi) = 1, and performing some
simple calculations, we obtain:

r(x) = arg min
Φ

 N∑
i=1

ỹ2
i −

1∑N
i=1 Φ(xi)

( ∑
Φ(xi)=1

ỹi

)2
 .

After removing the first term, which is constant, and taking the square root of
the second term (which does not affect the minimization) we get:

−

∣∣∣∑Φ(xi)=1 ỹi

∣∣∣√∑N
i=1 Φ(xi)

(15)

which plays the role of Lm(Φ), to be minimized with respect to Φ.

Least angle approach [25]. In this method, the rule is also fitted to the negative
gradients of loss functions. However, contrary to gradient boosting, the angle
between negative gradient vector (12) and rule response vector is minimized.
This can be formulated as minimization of the dot product with fixed value
(norm) of the rule response:

r(x) = arg min
Φ

( ∑
Φ(xi)=1

αỹi

)
= |α| arg min

Φ

(
±

∑
Φ(xi)=1

ỹi

)
(16)

which can be expressed in the following form, independent of α:

r(x) = arg min
Φ

−
∣∣∣∣ ∑

Φ(xi)=1

ỹi

∣∣∣∣. (17)



The term −
∣∣∣∑Φ(xi)=1 ỹi

∣∣∣ in (17) plays the role of Lm(Φ). Notice the similarity
between this term and (15). The latter is divided by the square root of the rule
size, which results in more specific rules covering smaller regions in the attribute
space. Thus, minimizing the angle results in more general rules.
Below, we present how the above techniques apply to the squared- and

absolute-error loss functions.

Squared-error loss. The negative gradient is in this case:

ỹi = −∂Lse(yi, F (xi))
∂F (xi)

∣∣∣∣
F (xi)=Fm−1(xi)

=
yi − Fm−1(xi)

2
, i = 1, . . . , N. (18)

Putting (18) to (15) or (17), one obtains Φm by the gradient boosting or the
least angle approach, respectively.
Finally, we find αm as a solution of the line-search (11). The optimal value

is obtained by:

αm = arg min
α

N∑
i=1

Lse(yi, Fm−1(xi) + αΦm(xi)) =

∑
Φ(xi)=1(yi − Fm−1(xi))∑N

i=1 Φ(xi)
.

(19)
It is interesting that gradient boosting gives in this case an exact solution

to (9) (but still we have to use the greedy procedure for finding Φm). This is due
to the fact that putting (19) into (9), after some simple calculations, we get the
following expression to be minimized

−

∣∣∣∣ ∑
Φ(xi)=1(yi − Fm−1(xi))

∣∣∣∣√∑N
i=1 Φ(xi)

. (20)

(20) is equivalent to (15) with negative gradient (18) up to the constant 1
2 that

does not affect the solution.

Absolute error loss. In this case, the negative gradient is:

ỹi = −∂Lae(yi, F (xi))
∂F (xi)

∣∣∣∣
F (xi)=Fm−1(xi)

= sgn(yi−Fm−1(xi)), i = 1, . . . , N, (21)

and the optimal αm is obtained by:

αm = arg min
α

N∑
i=1

Lae(yi, Fm−1(xi) + αΦm(xi)) = medianΦ(xi=1)(yi − Fm(xi)).

(22)
For this loss function, there is no simple and exact solutions to (9) and Lm(Φ)
has to be determined by gradient boosting or least angle techniques.



6 Experimental Results

We designed an experiment to compare performance of ENDER algorithm with
other regression methods. We collected eight benchmark datasets taken from
http://www.liacc.up.pt/~ltorgo/Regression/DataSets.html.
We tested four types of ENDER algorithm: least angle with absolute- (LA)

and squared-error (LS), and gradient boosting with absolute- (GA) and squared-
error (GS). We used 200 rules, shrinkage parameter ν set to 0.5, and resampling
in which 50% of training examples were drawn without replacement. These pa-
rameters were found to work well in a few previous experimental runs on several
datasets. In order to perform the comparison, we chose five methods implemented
in Weka [36]. These are: linear regression (LR), M5P trees [28] (M5P), additive
regression [13] (AR) with decision stumps (DS) and with reduced-error pruning
trees (RT), and also bagging [4] (BA) with RT. To perform the experiment in
a fair manner, we ran several times these algorithms with different parameters,
and the best result of each method for each dataset was reported. This is in fact
a real challenge for ENDER algorithms that used one set of parameters for all
datasets.
We performed 10-fold cross validation that was repeated 10 times. The mea-

sured error rate was root mean squared-error (RMSE). The results are shown in
Table 1. For each dataset the best result among ENDER algorithms and among
the competitive ones is marked in bold, separately. We compared the best results
with each other and tested if the difference is significant. We used paired t-test
with confidence level 0.05. If the difference is significant then the better result
is marked by ’∗’, otherwise by ’+’.
In Table 2 we present the won-loss-tied analysis. For results given in Table 1,

we tested ENDER algorithms against the competitive ones in order to get how
many times there is significant difference (obtained by paired t-test with con-
fidence level 0.05) in favor or against a given method. A “win” indicates that
a method was significantly better, a “loss” – significantly worse, and a “tie”
indicates the situation when the difference was not significant.
The results show that the best variant of ENDER algorithm is gradient

boosting with squared-error loss. Let us remind that this approach gives an

Table 1. Experimental results on eight benchmark datasets.

Classifier Pyrim CPU Boston Abalone Bank Comp. Calif. Census
ENDER LS 0.0979 55.092 3.6209 2.2031 0.0341 3.5584 59087.7 31442.2
ENDER LA 0.0892 102.277 4.4022 2.399 0.0399 4.2805 62636.9 36569.7
ENDER GS 0.1024 53.399+ 3.6036 2.1994 0.033 3.105 54565.5 30851.4
ENDER GA 0.0904 70.053 3.8305 2.2343 0.034 3.3936 56913.7 32337.3
LR 0.1197 68.404 4.8750 2.2176 0.039 9.8972 69631.5 41605.9
M5P 0.1065 53.512 3.5933+ 2.1376∗ 0.0302∗ 3.166 55705.2 31396.1
AR w/ DS 0.0880+ 56.297 3.8560 2.2318 0.036 3.1943 64697.8 32899.9
AR w/ RT 0.1299 93.343 3.8070 2.1943 0.031 2.8427∗ 48393.2∗ 30142.6
BA w/ RT 0.1162 71.326 3.7311 2.1483 0.032 3.0756 50420.6 30027.9∗



Table 2. Won-loss-tied analysis of the results obtained in the experiment.

LR M5P AD w/ DS AR w/ RT BA w/ RT
ENDER LS 8-0-0 1-6-1 6-2-1 3-5-0 3-5-0
ENDER LA 5-3-0 1-7-0 1-6-1 1-7-0 1-7-0
ENDER GS 8-0-0 4-2-2 7-1-0 3-4-1 3-5-0
ENDER GA 6-1-1 1-7-0 3-1-4 2-5-1 1-6-1

exact solution to (9). The second best is least angle variant with the same loss
function. The superiority of the squared-error loss is due to the fact that the cho-
sen measured error rate was RMSE in this experiment. The approaches based
on the absolute-error loss obtained rather low results. The best variant of EN-
DER algorithm can be seen as competitive to the other methods. ENDER GS
is distinctly better than linear regression and additive regression with decision
stumps, slightly better than M5P and rather comparable to additive regression
or bagging with reduced-error pruning trees.
There is, however, still a place for improvements for the ensemble of decision

rules. In Figure 1 the RMSE on training and testing set for Abalone and Boston
datasets is given for up to 1000 rules. The results are obtained by 30 runs.
Datasets were split into training and testing set in the proportion 60% to 40%.
One can observe that ENDER is quite stable and results given in Table 1 can be
better for higher number of rules. One can also see that in the case of Abalone
dataset, ENDER GS has small ability to overfit. The other methods are rather
insensitive to overfitting.

7 Conclusions and Future Plans

We introduced a novel algorithm for solving the regression problems that gen-
erates an ensemble of decision rules. We derived four different variants of the
algorithm incorporating two optimization techniques with two loss functions.
Let us underline that there are only few approaches in which decision rules are
used for solving this type of prediction problems. Examples of such methods are
LRI and RuleFit. Unfortunately, we still did not compare our algorithm to these
methods. This is included in our future research plans. Experiment performed
in this paper shows that the algorithm is competitive to other methods com-
monly used in regression problems. Moreover, the algorithm has an additional
advantage. Its output is a set of decision rules that are simple and interpretable.
However, the ensemble of 1000 rules could lose this advantage. That is why, an
additional tool for post-processing of rules is desirable.
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