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A Limitations

The proposed explainable recommendation method still has some
limitations.

First, the datasets used to train explainable recommenders are con-
structed on the basis of user reviews, but as noted by Ni at al. [5],
a significant portion of the review text may be of little relevance
to the user’s decision-making process. It may contain general state-
ments ("very good") or discuss the user’s personal experiences. Con-
sequently, the explanations generated by the current methods can
be interpreted as "If you were to use/buy this item, you would say
that ..." which leads to providing subjective opinions as explanations
whereas it would be more desirable for a recommender system to
be a rational agent that provides reasons why an item is (not) rec-
ommended. Little attention has been paid to the desired form of a
textual explanation, its type (abductive, counterfactual,...), and pos-
sible relations to argumentation mining [4]. This, combined with the
additional motivation provided by the current paper (i.e. the lack of
coherence in the commonly used datasets), encourages future work
on collecting new datasets with reference explanations.

Second, one of the properties of a good explanation is its faithful-
ness, i.e. the representation of the true reasoning process behind the
prediction [1]. The recent work [6] provides some experimental ev-
idence that currently proposed methods for explainable recommen-
dations in natural language (such as NRT or PETER) fail to provide
faithfulness, plausibility, and semantic coherence at a sufficient level.
Despite the fact that the current work is a step forward toward more
faithful and plausible explanations, it still needs further investiga-
tion, especially in the direction of semantic coherence of explana-
tions since explanations that seem plausible but are not faithful are
misleading the users.

B Frequently Asked Questions (FAQ)

1. Which kind of explanation is the recommender system expected to
provide (e.g. abductive, counterfactual, contrastive, causal)?
The type of explanations provided by the system derives from its
dependence on the training datasets commonly used in related
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works. The explanations provided can be classified as abductive
- see details in [8] introducing datasets.

2. Which aspects of the user can the proposed model represent?
Each user is represented by an embedding in the neural network
that is randomly initialized and learnt together with recommen-
dation and explanation generation tasks. Thus, the system auto-
matically encodes in the user embedding its preference profile (to
perform recommendation) and partially the characteristics of its
(textual) opinions to improve the explanations.

C Semantic coherence vs rating-explanation
coherence

Recently, the quality of the explanations provided by PETER,
Att2Seq, and NRT was further experimentally evaluated by Xie et
al. [6]. They found that these methods fail to provide highly faithful
(i.e. reflecting the model’s decision process for rating prediction) and
semantically coherent explanations (their meaning should capture the
user’s true interest in the product).

It is worth noting that semantic coherence is different from the
rating-explanation coherence highlighted in this paper. The former
can be assessed by comparing the meaning of the provided explana-
tion with a reference explanation, while the latter requires compar-
ing the meaning of the explanation with the predicted rating score.
For example, the explanation "great hotel" for rating 1 (out of 5) is
semantically coherent with the reference "great hotel", but not coher-
ent with the rating. Contrary, "great views" for a rating of 5/5 and
the same reference would not be semantically coherent but would be
rating-explanation coherent.

The issues of factuality, semantic coherence (and more broadly
hallucinations) of text generated by neural methods are widely dis-
cussed in NLG literature [2], together with some mitigation methods.
The semantic coherence with the reference can be measured with
e.g. BERTScore [7], but the rating-explanation coherence can not be
evaluated with existing measures. The work [6] also does not propose
any mitigation methods.

We evaluated the semantic coherence of provided explanations
with BERTScore measure [7], as suggested by [6]. The selected se-
mantic coherence metric (BERTScore) reported in Tab 1 indicates
similar semantic coherence of explanations generated by CER and
PETER+.



Table 1. The evaluation of semantic coherence of explanations provided
by CER and PETER+

Dataset Model BERTScore
Precision Recall F1

TripAdvisor PETER+ 0,900 0,882 0,891
CER 0,902 0,881 0,891

Amazon PETER+ 0,892 0,863 0,877
CER 0,882 0,862 0,872

Yelp PETER+ 0,894 0,873 0,883
CER 0,894 0,873 0,883

D Details of preliminary study

In the introduction, we mention that the motivation for our research
was a preliminary human evaluation of explanation generated by
PETER+[3]. The study was performed on 60 instances (20 exam-
ples randomly drawn from each dataset) and all the annotations were
performed only by one annotator (the paper’s first author). The sum-
mary of the results is presented in Table 2.

Table 2. The results of a preliminary manual evaluation of PETER+
explanations.

Type of problem No. of occurrences
Lack of consistency between explanation
and recommendation

15

Failure to justify the opinion 8
Explanation focused on individual experi-
ence/assessment

7

Lack of context required to understand the
explanation

6

Unnatural truncation of a sentence 6
Repetition of n-grams 4
Occurrence of the UNK token 2
Ungrammatical, incomprehensible bundle of
words

2

E Datasets

To verify the utility of the proposed Coherent Explainable Recom-
mender approach, we conducted experiments on three freely avail-
able datasets1 which basic statistics can be found in Tab 3.

Table 3. Basic characteristics of used datasets

TripAdvisor Amazon Yelp
# of users 9765 7506 27147
# of items 628 736 20266
# of explanations 320023 441783 1293247
Avg. # of expl. / user 32.77 58.86 47.64
Avg. # of expl. / item 50.96 60.02 63.81
Avg. # of words / explanation 13.01 14.14 12.32

F Details on experimental setup

The values of hyperparameters used in the experiments are presented
in Table 4.

1 https://tinyurl.com/yd8xtvam

Table 4. Hyperparameters of coherence classification models, determined
in cross-validation process

Yelp Amazon TripAdvisor
Learning rate 0.001 0.001 0.001

Optimizer Adam Adam Adam
L2 regularization weight 0.05 0.05 0.1

Minority class weight 2.5 1.8 2
Number of epochs 150 100 150
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