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Introduction

Human knowledge based on experience (e.g. concerning decison making in a
specific field) is often recorded in a structure called an information system. The
information system contains information about particular cases (objects, ates,
observations, events, ...) in terms of their attributes (features, variables, characteristics,
symptoms, ...). The set of attributes is consisted of two kinds of attributes. First group
(called condition attributes) concerns results of some tests or measurements, data from
observation, anamnesis, symptoms of cases, states etc. The other group (called decision
attributes) concerns some expert's decisions, diagnoses, classified results of a treatment
etc. The question about cause-effect dependencies between these two groups of
attributes (e.g. in a form of decision rules) is the most interesting in the analysis of
information systems. The other essential problem refers to a possible reduction of all
superfluous attributes and cases in the information system, a representing dependencies
between values of attributes in the form of decision rules.

The answer to these question may be more difficult if the attributes may have
different nature, i.e. some of them may have a qualitative character (i.e. their domain
consists of nominal or ordered linguistic codes) while other may be of quantitative
character (i.e. may be defined on numerical interval). Such Stuation often exists in
practical applications. In medical practice, for instance, a set of attributes usually consists
of a mixture of qualitative of quantitative ones. However, very often the values of
quantitative attributes are not interpreted by physicians as precise numbers, but they are
compared to some established norms. Thus, they treat them as results eg., at high,
average and small level. In other words, the quantitative attributes are often trandated
for practical interpretation into some qualitative terms.

Additional difficulties in the analysis of such information systems may refer to

possible ambiguity in the definition of objects classification caused by inconsistencies in
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objects description. The inconsistency means that some objects are described by the
same values of condition attributes and are assigned to different values of decison
attributes. It generally prevents the precise definition of objects classfication, and

looking for dependencies between values of condition and decision attributes.

The most convenient tool for the analysis of such data sets is the rough sets
approach, introduced by Pawlak in [1]. This approach is particularly useful in cases of
ambiguous data and when the data are not convenient for traditional, ordinary statistical
methods.

Using the rough sets approach to analyse information system leads among other
possible results to:

evaluation of importance of condition attributes for definition of objects
classification by values of chosen decision attributes,,

reduction of all redundant objects and attributes in the information systems so
as to get the minimum subsets of attributes ensuring a satisfactory
approximation of objects classification,

creation of models of the most representative objects for particular decision
classes (i.e. classes of a classification defined by values of decision attributes),

representation of the dependencies between the minimum subset of
condition attributes and decision onesin aform of a set of decision rules.

The set of decision rules and the information about the most significant attributes
for objects classification may be treated as representation of the knowledge acquired by
agpecialist on all known cases/objects contained in his information system.

It must be stressed that this form of the representation is free of all redundancies,
so typical for real data bases, which cover alot of important factors of experience.

Moreover, the results obtained by the rough sets approach are expressed in the
form similar to human, natural language. So, these representations are very easy to
understand by the user/analyst and alow to build the judtification or explanation for
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derived data analysis conclusions. It gives also the possibility for the analyst to control
the data analysis process in a smple way. Such possibilities are not typically offered by
traditional data analysis techniques. The rough set approach is characterized by low
computational efforts and a possibility of interaction with a user in a dialogue mode.
Results are not adulterated by subjective indirect evaluations or arbitrary chosen
operators.

The existing results of the applications have proved the suitability of the rough sets
approach to the analysis of several information systemsin different domains (cf. [2]-[7]).

The microcomputer program ROSE is a software implementation of the rough set

approach with some extensions.

In the next section basic notions of the rough sets theory are presented. Then, in
section 3, the detailed guide for a user is given. A computational example of a usage of
ROSE isdiscussed in the last section.
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2. Basic concepts of the rough set theory and rule induction technique 7

Basic concepts of the rough sets

theory and rule induction technique

A short presentation of basic notions of the rough sets theory created by Pawlak is
givenin this section. More information can be found in references listed in this manual.

The observation, that we cannot distinguish objects on the basis of imprecise
information about them is the starting point of the rough sets theory. In other words,
imprecise information causes indiscernibility of objects in terms of available data
Indiscernibility of objects generally prevents the precise classification of objects.
Indiscernibility relation is used to define two main operations on data: lower and upper
approximation of a set. Approximation space and approximation of a set or a family of
sets (particularly classification) in this space, are two next concepts of the rough sets
theory with a great practical importance. Using lower and upper approximation of a set
(or a classfication) we can define an accuracy and a quality of approximation. These are
numbers from interval [0,1] which define how exactly we can describe the examined set
(or classfication) of objects using available information. The concept of an information
system is used to construct the approximation space. It enables representation of data in
auseful form of atable.

2.1. Information system

By an information system we understand the 4-tuple S=(U,Q,V,r ), where U is

afinite set of objects, Q is afinite set of attributes, V = |J V; and V, isa domain of
qQ

the attribute g, and r :U ~ Q® Vs a total function such that r (x,q) 1 V, for every

al Q, X1 U, called information function. Any pair (q,v), af Q, vi V, iscalled descriptor

inS.
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The information system isiin fact a finite data table, columns of which are labelled
by attributes, rows are labelled by objects and the entry in column g and row x has the
valuer (x,q). Each row in the table represents the information about an object in S

For example, a data file concerning patients suffering from a certain disease is an
information system (cf. [2]-[7]). An example of an information system is presented in
Table1.

O
°
O
(%)

X1
X2
X3

Xs
Xe
X7
Xg
Xg
X10 0 1

Table 1. Exemplary information system
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2.2. Indiscernibility relation

Let S=(U,Q,V.,r) beaninformation system and let Pi Q, x,y U. We say that x
and y are indiscernible by the set of attributes P in S (denotation x|5y) if

r(x,q) =r(y,q) for every gi P. Equivalence classes of relation F are caled P-
elementary setsin S, Q-elementary sets are called atomsin S. Atoms and { p} -elementary
setsin the information system from Table 1. are asfollows:

{p}-elementary sets atoms
X1={Xa, Xs, X6, Xo, X10} Zy ={ X1, Xg} Zs ={Xa}
X ={X4, Xg} Zy ={ X0, X7} Zs ={ X0}
X3 ={X2, Xa, X7} Z3 ={ X3, Xe}

Z,={Xs, Xo}
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The family of all equivalence classes of relation P on U is denoted by P". Des,(X)

denotes the description of equivalence (P-elementary set) X T F;

ie: Desp(X)z{(q,v)\r(x,q):v,XT X'qi P}

2.3. Approximations of sets
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In order to evaluate, how well the set { Des,(X), X T P'} describes objects of a
certain set Pawlak [1] hasintroduced the following concepts.

Let Pi Q and Y1 U. The P-lower approximation of Y, denoted by PY, and the P-
upper approximation of Y, denoted by PY , are defined as:

PY=UX {XTP andXi Y}
PY=UX {XTP andXCY: A
The P-boundary (P doubtful region of classification) isdefined as
Bn,(Y)=PY - PY.

Set PY isthe set of all elements of U which can be certainly classified as elements
of Y, employing the set of .attributes P; Set PY is the set of elements of U which can be
possibly classified as elements of Y, using the set of attributes P. The set Bnp(Y) isthe
set of elements which cannot be certainly classified to Y using the set of attributes P.

With every subset Y1 U, we can associate an accuracy of approximation of set Y
by Pin 'S, or in short, accuracy of Y, defined as.

_ card(PY)
O card(py)

Let us consider the information system presented in Table 1. Let Y={xq, x4, X5, X7,
xg} and P=Q={p, q, r, s}. The approximations are:

QY =Z4 +Z5 = { X4, Xs, Xo},

QY =Zy +Z, +Z4 +Zs5 = { X1, X2, X4, X5, X7, X, Xo} ,

BN, (Y)=Z1 +Z2 ={xa, Xg} +{ X2, X7}

and the accuracy is m, (Y)=3/7=0.429
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For better understanding, we consider other example which is more typical for
medical applications. Let us assume that Table 2. represents a medical information
system describing 10 patients xg, ...,X1o. Attributes ¢; i ¢, denote results of some medical
tests— ¢, in three degree scale and ¢; in two degree scale. Let d denote a classification of
patients done by a physician; value O means healthy ones and value 1 meansill ones.

Q C1 C2 d
U

X1 0 0 0
Xz 0 0 0
X3 0 1 1
Xq 0 1 0
Xs 1 0 1
Xs 1 1 1
X7 2 0 0
Xg 2 0 1
Xo 2 1 0
X10 2 1 0

Table 2. An example of medical information system.

Equivalence classes created on a base of a subset of attributes C=(cy, c2), it means
{c1, co}-elementary sets are as follows { x4, X2}, {Xs, Xa}, {Xs}, {Xe}, {X7, Xa}, {Xo, X10} -
The physician's classification generates two { d} elementary sets:
{X1, X2, Xa, X7, Xo, X10 } - healthy patients
{Xs, Xs, X6, Xg } - ill patients.
Let Y denotes the set of ill patients then CY = {xs}E{xs}, and
CY ={ %} E{xe} E{Xs, Xa} E{X7, Xg} . The accuracy of approximation Yis n.(Y) = 2/6 =
0.33.
It is easy to notice that patients x3 and X, represents an ambiguity in the
information system. It is impossble to distinguish them basing only on values of
attributes ¢, i ¢, (X3 and X, are indiscernible by the set C), however the physician assigned

X3 toill patients and x, to healthy ones. The pair x; and Xs represents a similar case.
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2.4. Rough classification

Let S be an information sysem, Pi Q, and let X={Y1, Yo, ...Yq} be a
dassificationof U,ie Y,CY,=4& "i,jEn,it jand JY, =U.Yjarecaled classes
i=1
of X. By P-lower (P-upper) approximation of X in S we mean sets
PX ={PY,,PY,,..,PY,} and PX ={PY,,PY,,..,PY,} respectivdy. The
coefficient
a card(PY,)

gp(x):w

is called the quality of approximation of classification X by set of attributes, or in
short, quality of classification X. It expresses the ratio of all P-correctly classified
objectsto all objectsin the system.

2.5. Reduction of attributes

We say that the set of attributes Ri Q depends on the set of attributes Pl Qin S

(denotation P® R) if Pi R. Discovering dependencies between attributes enables the
reduction of the set of attributes. Subset Pi Q is independent in S if for every P11 P,

P'E P; otherwise subset Pi Q is dependent in S

If we consider the information system from Table 1., we can find the exemplary
dependency {q,r,s}® p. Such the dependencies may be easy checked looking at the
{q,r,s}-elementary and { p} -elementary sets:

{q,r,s}-elementary sets { p} -elementary sets

{xa, Xg} {Xs, Xs, X6, Xo, X10}
{x2, X7} {1, xe}

{Xs, Xe} {Xa, Xa, X7}

{Xs, Xo}

{xa}

{Xwo}
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Notice, that each {q,r,s}-elementary set is a subset of one of {p}-elementary sets,

so{q,r,g1 {f)} . Other examples of dependenciesare {p,q,r}® sand p® s.

In practical applications we are interested in reducing those attributes which are
redundant in S (i.e. we are interested in obtaining so called reducts). Subset Pi Q isa
reduct of Q in Siff P isthe greatest independent set in Q.

To find a reduct one can also use the quality of approximation of classification
9p(X).

The least minimal subset which ensures the same quality of classfication as the set
of all attributesisareduct in S. It is sometimes called a minimal set of attributes.

Let us notice that an information system may have more than one reduct/minimal
set. Intersection of all reductsminimal setsis called the core.

The core is a collection of the most significant attributes for the classification in the
system.

Let us notice, that in the information system from Table 1 are two reducts {p,q,r},
{qr,st andacore{q,r}.

2.6. Decision rules

The ROSE system generates decision rules using a modified version of the LEM2
agorithm \cite{ Grzymala}. This algorithm consists of a group of induction algorithms,
which are focused on inducing either the so called discriminant description of each
decision class or a description very close to it. Considering a set of objects or learning
examples, a rule description of a decision class is said to be discriminant (according to
\cite{ mich83}) when it is complete (each positive example - i.e. belonging to the
decison class - must be recognized as belonging to the class) and consistent (each
negative example - i.e. belonging to any of the other classes - cannot be recognized as
belonging to the class). The discriminant description is usually assumed to be minimal,
i.e. removing any of its ruleswould result in the description which is no longer complete.

A crucia point in these algorithms is the way of performing the search within the
space of possible rulesin order to select ‘good' rules and combines them into the required
subset. Since explicit characterization and exhaustive exploration of this space lead to
combinatorial difficulties, heuristic approaches, avoiding these characterization and
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exploration steps, are usually implemented. All these algorithms follow the same general
greedy scheme:

begin
while all the positive examples are not covered do
begin
congtruct a*“ best” rule;
remove the positive examples covered by thisrule
end
take the digunction of these rules as the required description

end

where “ best” is defined according to the preference criterion considered.

The minimal set of rulesis usually applied for classfication aims.

ROSE can be also used as a kind of the Classification Support System based on the
set of decison rules. The classfication problem consistsin determining the assignment of
an object, described by a set of attributes, to one of a priori known decision classes. The
classification support is based on the use of decision rules derived from a set of learning
examples. The description of the classified object is matched against the condition parts
of the decision rules.

The matching may lead to one of the three situations:

i. the object matches one or several rulesindicating the same decision class,
ii. the object matches one or several rulesindicating different decision classes,

iii.  theobject does not match any of therules.

ROSE supports the user in all these situations. In case (i), the recommendation is
univocal. In the case of ambiguous matching (ii), the user is informed about the total
strength of all matching rules with respect to each suggested decision class. Case (iii) is
handled by looking for the rules 'nearest' (according to same distance measure) to the

description of the classified object.
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Example of use

In this chapter an example of information system is described together with its
smple analyss usng ROSE. This description is a practical illustration of a usage of this
program presented in the next chapter. Assumption is made that ROSE is already
installed and ready for use (for instructions how to do this see paragraph 4.2).

3.1 Running ROSE

If you didn’t enter any customized settings during program setup, you will find
ROSE icon in the Start menu in group Programs | ROSE2. Please click on thisicon. A
momen later you will see main ROSE window on your desktop. It should resemble the
one bellow.
Flo Viow Friect bolhod Lok ~—TeToTs

o o1

I Z

Now you have ROSE running with an empty untitled project. ROSE window is
divided into 4 parts: topmost menubar and toolbar, middie Methods tree and Project
window and bottom Console window. Thereisalso a status linein the bottom.

If you are familiar with use of Microsoft Windows Explorer™ you will find
ROSE easy to use.
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Following is step by step description of an exemplary data analysis using some of
ROSE features.

3.2 Information system

Let us condder an information system built from 17 objects and 8 condition
attributes (denoted by A1-A8). The set of objects is divided into 3 classes (decison
attributes denoted by Dec). This system is shown below.

z
&
i
>
o
b
>
=

X1
X2
X3
Xa
Xs
Xs
X7
Xg
Xg
X10
X11

X12

PR NRPORPRPRPNORL, ONENNN
NWNWNNNWERENRRERNMNNNEREN
P WA WNNRERWWNWNERENW®
NRPPRPEREPNRPNRPREPNRRRERPRREPR
P NP NRPRPRPNNNMNNNENNN
NNOMNNNNENRPRPNREREONRE®W®WN
P NMNNNEPENRPRPNRPRNNNEREN
PFNPRPRPPRPRPRPNNPEPENNRPRENER
l—‘l—‘l\le\le—‘wl\JNl—‘Nl—‘wl\Jl—‘l—‘g

N

1 1 1 2
Table 3. Exemplary information system

3.3 Data file

Asthefirst step you should create a file containing data from information system.

Y ou have now two choices — you may use preadsheet-like editor (see chapter ?.?)
or any plain text editor. For this example we will focus on the second option.

There is a smple text editor built into the ROSE environment. If you want to use
it, select Tools | Text editor menu command or smply press Ctrl and E on the
keyboard.
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Now enter text shown below (you may also open a file example.isf, which can be
found in EXAMPLES subdirectory). Detailed information about file format can be found
in Appendix A.

** ATTRI BUTES

Al: (nunbercoded)
A2: (nunber coded)
A3: (nunber coded)
A4: (nunber coded)
A5: (nunber coded)
A6: (nunber coded)
A7: (nunber coded)
A8: (nunber coded)
Dec: [1,2,3]

deci si on: Dec

** EXAMPLES
2,2,3,1,2,2,2,1,1
2,1,3,1,2,3,1,2,1
2,2,2,1,2,3,2,1,2
1,2,1,1,1,1,2,1,3
2,2,2,1,2,2,2,1,1
3,1,3,1,2,3,1,2,2
1,1,2,2,2,1,1,2,1
3,2,3,1,2,2,2,1,2
2,1,3,1,2,1,1,2,2
1,3,1,2,1,2,1,2,3
1,2,2,1,1,1,2,1,1
1,2,2,2,1,2,1,1,3
3,2,3,1,2,2,2,1,2
1,3,4,1,1,2,2,1,3
2,2,3,1,2,2,2,1,2
1,3,1,2,1,2,1,2,1
1,2,2,1,1,1,2,1,1
** END

Now, save the file as example.isf. At this moment you are able to add this file to
your project.
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3.4 ROSE project

Use Project | Add file to Project menu command or press Ins on the keyboard.
You will seeatypical file open dialog. Please sdlect your newly created file.
A new icon should appear in theright pane of ROSE.

Fie ¥iew Project Method Tooks Help

iDE-E | & | [ # | +=-|@ || &
Hiethads o[ Files

-G Preprocessng

: Approsimations

By Recots example.ist

B Rules

#- Classifcation k

By Similaiity relation

What you have now is a project containing one data file. For future use saveit to
disk using File | Save project menu command or press Ctrl and S on the keyboard.

Now you are able to use analysis methods with your data. There are several methods
of invoking them:

dragging a method from the tree in the left-hand pane to the data file in the
right-hand pane,

M[=1 E3

dragging a data file from right-hand pane to the method in the | eft-hand pane,
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ROSE 2 - Uniitied =]
E 1\ Method

bl !
From Table o]

Because our example is smple we will skip the preprocessing phase and start
with the basic rough set analysis methods.

3.5 Searching for atoms

One of the first steps of data analysis using rough set theory is searching for
approximations of decision classes (atoms). To do this you should use Approximations
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method in one of the earlier mentioned ways. If you are not familiar with extensve
mouse operations please use M ethod menu command.

Now you will see an input dialog for searching for atoms.

Approximations

Select decision attribute

IDec: j

I~ Describe atorns by objects

Cancel Help

Here you can select decision attribute and decide whether you want atoms to be
described by objects (in the result file you will see what objects congtitute an atom).

For now just press OK.

Briefly you will see external module execution dialog and then, when the
computations are completed a result dialog:

Mumber of atoms 13

Accuracy of approximation Quality of approximation
| 06190 | 0.7647
Decii

36 =
Murnber of objects

4

Lower approximation
3
Upper approximation
5

Aeocuracy

0.6000

’-L\TI Help |

Asyou can see, there are 13 atoms in our exemplary information system, quality

of approximation equals 0.7647, and accuracy of approximation equals 0.619. Now you
can select one of decision classes that is of interest to you by clicking the mouse on its
name (e.g. Class 3). For example Class 3 contains 4 objects, with lower approximation
containing 3 and upper approximation 5 objects. Accuracy equals 0.6.
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There is some new contents in the Console window. It includes now all the

output from the external module that was schown in the execution window.

You may have noticed that a new icon appeared in the right-hand pane. It
represents the result file containing detailed information about approximations.

# ROSE 2 - Unlitled [ O]
Eile ¥iew Proisct Methiod Tooks Help

Dw - [ & ||
Methods
T Preprocessing
Approsimations

& Reducts
& Rules
& Classiication
&y Similarity relation

+- 8|9«

example.ist jEHaMRIE Dec. 3
t

[Entropy 0764706 |

Nunber of atoms 13
Tine elapsed: 00:00.00

¥ o

I Z

If you want to see it all you may open it by right-clicking and selecting View as
text from a pop-up menu. Double clicking the icon or selecting View command will
show the same result dialog as mentioned earlier.

3.6 Core

Next step of an analysisis to generate core of attributesin order to find the most
meanigful of them. Please use Cor e method from the Reducts group.

Y ou will see adecison attribute selection dialog smilar to shown earlier.

Core of attributes [ %]
Select decision attribute
[De= |

Cancel Help

Because in our example we have only one decision attribute just press the OK
button.
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When core is generated the following dialog will appear:

i Core of attributes [ |
Quality Core quality  Decizion

| 0.7647 | 0.7647 [Dec

A1
A3
46

Help |

As you can see attributes A1, A3 and A6 belong to the core of attributes.
Because quality of core is the same as the quality of the whole set of attributes, it means,
thereis only onereduct, and it contains the same attributes as the core.

There also appeared a new icon in the project window associated with the core

search results. The remarks are the same as with the approximations results.

3.7 Reducts

Although we stated that there is only one reduct, for ingtructional purpose we
will look for reducts using one of the available methods. Please use Lattice search
method from the Reducts group. You will be asked for decision attribute and reducts
limit in the following dial og:

Lattice search reduction [ ]
Select decizion attribute

[Des |
Mumber of reducts

a

Cancel | Help
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Because there can be many reducts, and finding all of them can be time
consuming, you may want to set a limit on the number of reducts. When you enter 0, all
reducts will be found.

When calculations are done you will see a reduct viewer window open.

alB B

Mo | Reduct
1 h_

|1 |Reducts of 'D:\Temphexample.isf, decision Dec’, beta=000, Tue Now 2

You may view reducts in the single view (all in one column), attribute view (in a
grid with attributes in columns) and as an attribute statistics (occurrence of attributes in
all reducts).

There is aso a new icon in the right-hand pane, which enables viewing resultsin
the already described way.

3.8 Rules
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One of the most important elements of data analysis is rule generation. We will
use one of the available methods — minimal covering rules (LEM2). Please select
Minimal covering method from the Rules group.

You will be asked to select a decision attribute.

Core of attributes [ ]
Select decizion attribute
[Dee [ |

Cancel Help

When rule generation is finished a new icon will appear in the project window.
Currently you are able to view the results only in text mode.

3.9 Classification

Usually data analyst wants to know what are the generated rules worth, i.e. how
good they can classify objects.

In ROSE system you are able to do the classification test using any of the available
methods for rule generation. So we will test the same method as above.

Please select Minimal covering validation method from the Classification
group. At first you will sea the same dialog as at the rule generation method. But then a
new dialog appears:

Walidation E

Mumber of folds WDTH threshold
F

NOTM method————
% strength

= strengthsimilarity

Similar rules limit: |2E|
Similarity threzold: |5—°/°

¥ Cleanup

J 0K I x Cancell ? Help |

ROSE system uses L-metric type classifier, which has several parameters:

NDTM threshold — threshold used if object matches one or several rules indicating

different decision classes to determine majority class.
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NDTM method — method used in non-deterministic matching to determine which

method should be used to comparing matched rules (one of two methods — strength

of rules or strength multiply by similarity factor - can be choosen).

Similarity rules limit — maximal number of smilar rules used to classfiaction of one

object.

Similarity threshold — minimal value of similarity factor of rule, which can be used to

classifiaction of one object.

When finished click OK. When computations are finished result file is opened in the
editor.

3.10 Similarity relation
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One of the extensions of the rough set theory in ROSE system is smilarity
relation.

First of all you have to create smilarity relation based on your data. Please use
Relation gener ation method from Similarity relation group.

Y ou will seethe following dialog:

Similarity relation generation

Decizion attribute:

5]

MI Coefficient [in range 0..1]: ID.?E

M1 denates the “purity' of created similarity interval
If set ta 1, then the interval is resticted to examples
from the same decizion class.

—Flatting Selection
€+ ophimistic " simple
" pessimistic = k-means
—Uzed object:

o Al = Limited I

\/ ak. I x Cancel | ? Help |

In 'Decision attribute’ box you should sdlect a decision attribute, which will be

used as an active one during calculation of similarity relation.
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The other parameters affect the calculation process. The 'MI' coefficient
determines "purities’ of created similarity intervals. If it is set to 1.0, then created
intervals can only contain objects from the same class. If it smaller than 1.0, then the
smilarity intervals can contain objects from different classes. The default value is 0.75.

The 'Flatting' parameter determines how the similarity intervals are processed to
ensure their monotonicity. If you select the 'optimistic’' option, then intervals will be
extended if necessary, otherwise — if you select the 'pessimistic’ option, then they will be
narrowed if it is necessary to satisfy the monotonicity.

The 'Selection’ and 'Used objects parameters determine the way of selecting
objects, which are in turn used as starting points of the similarity intervals. If 'Used
objects is set to 'All', then all objects from the data set are used as starting points of
smilarity intervals, and the setting of 'Selection’ has no effect. If you set 'Used objects to
‘Limited' and enter the number of objects, then the selection is based on the value of
'Selection’. Is 'Sdection' is set to 'smpl€, then every k-th (where k in the number of
objects entered by the user) object is used as a starting point of the interval. Otherwise
the k-means algorithm is used and the centroids of generated clusters are used as starting
points of Smilarity intervals.

When you clik OK anew icon will appear in the project window.

Only when you have a relation file in your project you will be able to use
smilarity based methods.

For example use Similarity approximations from the Similarity relation
group. Y ou will see dialog shown bellow:

Select Similarity Relation

Source data file:

|D:\T empUexample.isf

Similarity relation file:

=]
ak. I Cancel | Help |

The 'Source data file field contains a name of the data file, for which

approximations will be calculated. It is a read-only field, supplied for information and
cannot be changed.
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In the 'Smilarity relation file box you should select an appropriate file with
smilarity relation, i.e. the file created in the previous step. You can choose this file
among al smilarity relation files contained in current project or browse for the file
yourself by clicking the"..." button.
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Use of ROSE

4.1. Basic information

ROSE isa microcomputer software designed to analyse data by means of the rough
st theory. It is runing on microcomputers using Intel x86 family processors and
compatible, working under 32-bit graphical user interface operating systems, such as
Windows 95/98™ or Windows NT™. The microcomputer with at least Pentium
processor is recomended.

ROSE has a modular architecture — it condsts of integrated environment and
external executable modules. Some of them are used only by the computational engine,
others (like data editor) may be run standalone. Please note that for correct work system
must know the location of its modules. Please see Options section.

4.2 Program installation

Program is distributed on 1SO9660 compatible CD-ROM . In order to install
software on your computer you should execute setup.exe found in the INSTALL folder
of a CD-ROM. Setup will ask you for destination folder (Program Files\Rose2 is default)
and will copy all necessary files to your hard disk, including some system libraries and
examples. Also registry entries will be made. When setup is finished you will find Rose
folder in start menu.

Uningallation is possble usng Windows Control Paned and selecting
Add/Remove Programs.
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4.3 Files used by ROSE

During work with ROSE software you will encounter several file types. These
include:
ROSE project files have ros extenson. These files contain information about your
projects.
data files with isf extension. It is one of more important files. It contains data to be
analysed by the system and must be provided by the user. It is plain text file although

it has to comply with file format described further in Appendix A. %
atom files with atm extension, described in Appendix B. *&
core fileswith cor extension. .

=

reduct fileswith rdf extension.

rule fileswith rlf extensions, described in Appendix C.

log files with log extension — they contain information about the execution of

smilarity relation files with rel extension — containing information about smilarity
relation.
discretization norm files with dis extenson — containing information about

discretization norms.

4.4 Program conventions

If you ever used any Windows program, especially if you use Windows Explorer,
you should be quite familiar with usng ROSE. When you run ROSE you will see
following window appear on your desktop.
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ROSE 2 - Untitled I (=] B

File View Froject Method Took Help
+ - ‘ Toolbar

loe-@ | E
Methods q
) Preprocessing
By Approsimations
7 Reducts
B Rules
B Classiication
@ Similarity relation

- 3
1] _>lj

I Z

Itisdivided into four main parts:
menu bar with toolbar — here you select commands using mouse or shortcut
keys,
method tree — this is expandable tree showing all currently available data
analysis methods; if there is a folder icon and plus sign by the group name it
may be expanded by clicking on it; may be turned off.
project window — here you organize all filesin your project —input data files,
intermediate data files and results,
console window — shows results of execution of external engine moduled;
may be turned off.

All three windows are divided by split-bars, i.e. they can be resized.

All program functions can be accessed by using the menu, some of them by using

toolbar buttons or shortcut keys and of course keyboard.

If you wonder what is the meaning of the toolbar buttons, here you can seeiit:

D8 | & [ [=

v =@«

From the l€ft to right: new project, open project (with MRU list), save project,
project properties, large icons, small icons, list, details, add to project, remove from
project, stop external execution, help, exit.

There are four possibilities to use a method with a data file:
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dragging a method from the method tree to the data file in project window,

[M[=] E3

dragging a data file from project window to the method tree,

ROSE 2 - Uniitled [[=] E3
Fie \ WethodToo

FE

FIIIIII =D

right-clicking on the data file and sdlecting method from the popup menu,

ROSE 2 - Uniitied [- O]

i

I IIIII =D

?
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using M ethod menu command (a data file must be selected).

bl !
Fiem Table Norms).

4.5 Menu layout

-- Fi

|-- Ne

-- Vi

|
|
|
|
|
e
|

e
w

W

Proj ect

Open Proj ect
Save Project
Save Project As

Recent Projects
Exi t

--File View Type
| -- Large icons
|-- Small icons
|-- List
|-- Details

Show file extensions

Qut put

Met hod

Refresh

-- Project

Add file to project
Inport file to project
Rermove file from project

Export file

View file

View file as text
Copy file

Move file

Renane file
Properties

-- Method
| -- -- Preprocessing
| -- Discretization
| -- Local
| -- 4 obal
| -- From norns
| -- Mssing val ues
| -- Approxi mations
| -- Reduction
| -- Core
-- Lattice search
-- Indiscernibility matrix
-- Heuristic search

Manual

es
-- Mnimal covering
-- Extended minimal covering
-- Satisfactory description
assification

| -- Mninal covering validation

| -- Satisfactory description validation
|-- Simlarity relation

|-- Simlarity relation

|-- Simlarity approxi mations

|-- Simlarity mniml covering

|

|

|

|

|-- Ru
|

|

¢

-- Tools
-- Text editor
|-- Data file editor
| -- Options

-- Help
| -- Index
| -- About

Using projects

All data analysis in ROSE system must be done using projects. These are special
files containing some information about data you analyse, and your preferences.

Firgt thing you should do is create data file in I SF format (see Appendix A). Then
you can create a new project. All project functions are gathered in File and Project
menu. Here you can create new project (see section 3.3), open an existing project or set
project options. Because opening projects is as easy as openning any files in windows
applications (remember, that ROSE projects have ROS extension), we will describe only
project options.

When you use Project | Project options menu command you will see following
dialog:
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Project properties

Calculation model
ICIassicaI rough set madel j

Here you can change computation model. There are two available:
standard — classical rough set methodology is used,
VPM — system uses Variable Precisson Model, with parameters Alfa and Beta.

Project properties

Calculation model

YPM parameters—————
Alfa Beta

ID |1
o OK I X Cancel |

Remember to save your project files when you finish your work or you will have

to create them from the beginning.

System options

There are also some parameters that affect work of whole system. They can be
acessed by Tools | Options menu command. When you do this following dialog is
shown:

Options

Location of external modules:

Browsze... |
oK I Cancel |
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There is an edit line that allows you to enter path, where all external modules can
be found. It is set during ingtallation, but in some cases (registry errors) it may be
assigned to default ROSE folder. If you have problems running external methods please
check this option first.

Viewers and editors

Text editor
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Simple text editor is built into the ROSE environment. You may run it by usng
Tools | Text editor menu command or Ctrl and E shortcut key. It will also appear if you

select Text view option.

() Editor - D:\Dane\Machine leamning\IRIS \Example_isf
File Edit Options

D& E a0
| File converted from KOD system =
ATTRIBUTES

141 (nurmbercoded)

142 (nurmbercoded)

143: (nurmbercoded)

44 (nurnbercoded)

145 (nurnbercoded)

IAB: (numbercoded)

D1: {numbercoded)
decision: D1

EXAMPLES

2.31.3.1.2.1
il Ll_l
T [ V.

You may enter and edit plain text files in this window. Beside typical file
operations (open, save, new, save as), clipboard operations (cut, copy, paste), there is
only an option to wrap lines (Options | Wrap lines menu command).

Reduct viewer

This viewer is meant to display the results of reduct generation in three possible

ways
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simple view — all reducts are presented in one column,

(@) Reduct viewer (=]
B ]
Mo |Reduct

1 B 10

2 |A1LAZA3ALABABATD
3 |A1AZALASABAIATD
4 |A1AZALASABAIATD

[a |Freducts of DAD ane\Machine leamingPUS TAKIPustaksf by D1 de.

attribute view — each column represents one attribute in reduct,

(@) Reduct viewer (=]
B ]
mEEE

L a4 a5 AT a0
A3 A4 AR A A0
Ad A5 AB A3 A0
44 A5 4B A3 A10

|Hedu:ts of DADanehMachine leamingtPUS TAKI\Pustak.isf by D1 de
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datistical view — occurrence statistics are shown for each attribute that belongs

to any reduct.
(@) Reduct viewer 15 [=] 3
B

Attibute Occuence  [%ofal |

A1 4 100

A2 4 100

A3 2 80

44 4 100

45 4 100

A7 1 25

410 4 100

A9 3 75

AB 1 25

48 1 25

|4 | reducts of D:\DaneiMaching leaming PUSTAKI Pustak.fsf by D1 de._,

Three icons at the toolbar are used to select the type of view and the door icon is
used to close the viewer.

Data editor

ROSE is equipped with visual editor for data files. It is spreadsheet like, so If you
are familiar with any spreadsheet applications (like MS Excel ™) you shouldn’t have any
problems using it. You may run it by using Tools | Data editor menu command or Ctrl
and | shortcut key.

H ISF file editor [-[O[x]

Fie Atrbue Everple Dplions Window

[ 7

If you want to create new data file use File | New command. Y ou will be shown
adialog for definition of attributes.
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B Attibute definition —10O] =]
MName: Jo.ael
Type: |NUMBERCODED =
Aftribute Type:  [NORMAL =l

et mfial ies:

S | Bt emovel

0K | New | LCancel

Here you enter a name, select a type of attribute domain and role of attribute
(conditional or decision). For the type ‘enlisted’ you may also enter the list of allowed
values usng Add and Remove buttons. If you press New you will be able to add
additional attributes.

After defining attributes you may enter data into the grid.

i ISF file editor - [D:\Dane\Machine leaming\PUS TAKI\Pustak.isf]

[] File Attibute E-arpl= Dptions  Window =l81x|
D d B
A1 [42 A3 A4 A5 A6 A7 [ne ii
1 4 1 2 2 2 2 2 2
2 4 2 2 1 3 3 3 3
3 5 2 2 2 2 2 2 2
4 3 2 2 2 2 3 2 3
5 4 2 2 3 3 3 3 3
6 5 1 1 2 2 2 1 1
7 2 3 3 2 3 3 3 3
[} 3 2 3 2 2 3 2 3
9 5 1 1 2 2 2 1 2
10 3 3 2 2 2 2 2 2
11 5 1 1 1 1 1 1 1
12 3 2 2 2 3 3 3 3
13 6 1 1 1 1 1 1 1
14 4 2 2 2 3 3 3 3
15 5 1 2 2 2 2 2 2
(] r |
216 examples described by 11 attibutes I .

There are also some more advanced functions, like histogram calculation or
manual discretization. For details check help file.
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[l Histogram of values of attribute A4 X
60 . B
bl
63
%

4
44
0 .
Ell
2
£
15 15
B 10
0
2 4 3 1 6 5

Managing project files

There are some functions available concerning management of the files contained
in the current project. Y ou may:
move file to another folder — change its physical placement on the disk; Project |
Movefile or right click.
Move File 2] x]
Select destination directory for file ‘Pustak.0.rdf

[:\Danehtdaching leaming PUSTAK]

-7 Letter ;I
D Lzd

{:I Lyrrph

-1 Mamograp

-7 Mashroom

] Melzer

{:‘ Mank J
] Maweb
-] nadine
-~ Prirary
i) [

||

ok | e |

copy file — place a copy of a project file in another folder. The dialog is amost
the same as for moving file; Project | Copy file or right click.
export file — save data file in another format, e.g. for use in other applications;

Project |Export file or right click.
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import file to project from another file formats; Project | Import file to project

Export File B
Source file:

|D:\D anetMachine leamingyPU ST AkINPustak. isf

Destination file:

D40 aneM achine learning' Pl

v Auto-update destination file name

Export ko format: I RDAS - "kod' file j

Wit decision attrbute;: ID‘I j

Some destination) fomats do not allavw mare than one
dlecision) attibute im the datafile:

ok I Cancel | Help |

or right click.

Import File

~Source File:

—Destination File:

Browse...

Browse. . |

Import As:
Help |
rename file; Project | Rename file or right click.

Rename ‘Pustak.isf to:

(u]: I Cancel

Data analysis methods

All data analysis methods in ROSE system are divided into groups. There are five
of them:
Preprocessing — methods ment for preliminary data analysis and modifications,
like discretization,
Reducts — methods dealing with the reduction of attributes,
Rules — methods used to generate decision rules,
Classification — validation of decision rules,
Similarity relation — methods using similarity relation approach.
One method is excluded from all groups— rough set approximations.
Following you will find description of all included methods with its associated
dialog windows.

Local discretization

Preprocessing | Discretization | Local

Local Discretization [ x|

Source data file:

|D:\T emphexample. ist

Decision attribute: j
Destination data file:
ID:\T emphexample-local.isf _I

I~ Use additional stopping conditions

Wesired value of entrapy: ID.D
I avimal aumten ofintenals: |3

Bt stopping condtians are evaluated for eact atnbute;

I Keep the narm file in project as:
ID:\Temp\example-local.dis _I

¥ | futerupdate rormfle rame

ak. I Cancel | Help |
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It is used to discretize attributes with continuous domains into the ones with
discrete domains. All such attributes in the source data file will be processed. It is an
entropy-based method.

User must select one of the decision attributes and enter the name of the result
file (there is a default filename). There are also some additional parameters:

Additional stopping conditionsif checkbox next to them is active:

o desired value of entropy <0,1> — if it is reached the method doesn’t
generate additional subintervals,
0 maximum number of intervals — method doesn’t create more intervals

than that.

Keep the norm file in project as — if this is checked the file containing the
discretization norms will be placed in project for future use or viewing. User
should also giveit afilename (default name is suggested).

Auto update norm file name — if checked, the name of norm file will be
automatically updated to reflect the changes in the destination file name.

Please note, that pressing ‘..." (browse) buttons will show file save dialogs for

easier naming of the result files.

Running this method will result in new data file appearing in project window.
There may also appear a discretization norms file according to selected options.

4. Use of ROSE 4

Global discretization
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Preprocessing | Discretization | Global
Global Discretization

Source data file:

|D AT emphexample.ist

Decision attribute: j
Destination data file:
LA T emphexample-global.isf J

Ratio of conflicting object pairs left: ID.D

Walue in range from 0.0 to 1.0 inclusive. If setto 0,
then the generated discretization will introduce no
conflicting pairs of objects.

I Keep the nam file in project as:
|D:\Temp\example-global.dis _I

¥ | futerupdate nonm file name

QK I Cancel | Help |

It is used to discretize attributes with continuous domains into the ones with

discrete domains. All such attributes in the source data file will be processed. It is an
entropy-based method.

User must select one of the decision attributes and enter the name of the result
file (thereisa default filename). There are also some additional parameters:
Ratio of conflicting object pairs left <0,1> - changes stopping condition by
alowing some conflictsin the method.
Keep the norm file in project as — if this is checked the file containing the

discretization norms will be placed in project for future use or viewing. User
should also giveit afilename (default name is suggested).

Auto update norm file name — if checked, the name of norm file will be
automatically updated to reflect the changes in the destination file name.

Please note, that pressing ‘..." (browse) buttons will show file save dialogs for

easer naming of the result files.

ROSE user'sguide



4. Use of ROSE 45

Running this method will result in new data file appearing in project window.
There may also appear a discretization norms file according to selected options.

Discretization from norms

Preprocessing | Discretization | From table

Dizcretization from Norms [ <]

Source data file:

|D:\T emphexample.isf

Discretization norm file:

| =]

Destination data file:
ID:\T emphexample-dizcr.isf _I

Destination data file is created by applying supplied dizcretization
horms to the source data file. Discretization norms can be defined
. manually by the user or generated by one of automnatic discretization
. methods.

[k I Cancel Help |

This method is used to discretize attributes with continuous domains into the

ones with discrete domains. It is based on information provided by user or already
obtai ned from automatic methods (contained in the discretization norm file).

User has to select a file containing discretization norms (Browse ‘..." button may
be used) and give the name to the resulting file (there is default one).

Running this method will result in new data file appearing in the project window.

Missing values

Preprocessing | Missing values

Missing values completion

Output file
| (=3

Cancel Help

This method implements missing values completion using the most frequent value
for the given attribute.

Itsonly parameter is output filename (Browse button may be used).
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It will result in new date file in the project window.

Approximations

Approximations

Approximations

Select decision attribute

|Dec j

I~ Describe atoms by objects

Cancel | Help

This method is used to generate rough set approximations. The method will
depend on project options (see Project properties) — it will be either classical rough sets
or variable precision model approach.

User must select one of the decision attributes and can decide, if atoms should be
described by objects in the result file (see Appendix B).

Running it will result in new file appearing in project window and result dialog will
be shown.

Approximations [ X]
Mumber of atarms 13

Accuracy of approsimation Quality of approximation

[ 06190 | 0.7647

Mumber of objects

4
Lower approximation

3
Upper approximation

5

Accuracy

0.6000

’-L\TI Help |

User may select any of the decision classes placed in the window on the l€ft to see

its approximation data on the right side.
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Core

Reducts | Core

Core of attributes

Select decision attribute

|Dec j

Cancel Help |

This method is used to obtain core of attributes, i.e. most meaningful attributes
that are common part of all the reducts.

The only input parameter is a name of the decision attribute.
When completed a new file appearsin project window and a result dialog opens.

i Core of attributes [ x|

Guality Core quality  Decision
| 0.7647 | 0.7647 [Dec

Al
A3
AE

Help |

This dialog contains following information:
Qudlity — quality value for the whole set of attributes,
Core quality — quality value for the attributes that belong to the core,
Decision — used decision attribute,

Listed attributes that construct the core.
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Lattice search
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Reducts | Lattice search

Lattice search reduction

Select decision attribute
[Dee =]

Mumber of reducts

o

Cancel | Help |

This method is used to obtain all (or limited number) reducts of the information
table. It implements optimized lattice search method. Due to time consuming nature of
this process user may limit the number of found reducts using Number of reducts input
line. Decision attribute must be selected also.

When done a new icon appearsin the project window and reduct viewer opens (for
details see chapter describing it).

Indiscernibility matrix

Reducts | Indiscernibility matrix

Indizcernibility matrix reduction

Select decision attribute

Dec j

Cancel | Help |

This method is used to obtain all reducts of the information table. Its
implementation is based on a sructure called indiscernibility matrix. It is very fast
method so it should be preferred above lattice search. User must select one of decision
attributes.

When done a new icon appears in the project window and reduct viewer opens (for

details see chapter describing it).
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Heuristic search

Reducts | Heuristic

Heuristic reduct search

Decision attibute

|plzebieg_po_zabiegu j

S atisfactany valus
’7|1DD o, (+ Relaive  Absolute

Paths Threshold Limit reducts
|2 |5 % |o

Cancel | Help |

This method is used to obbtain approximate reducts when it is impossible to

generate all the exact ones. This heurigtic works by adding attributes to the existing core

by sdlecting most promising of them all and trying different paths. There are several input

parameters:

decision attribute name,

Limit reducts - boundary on number of pseudoreducts (in general this
method may find even more pseudoreducts than real reducts and may be
more time consuming, o it is plausible to reduce that number),

Satisfactory value - value of quality of classfication that pseudoreduct has
to obtain,

Reative - when selected it means that satisfactory value is given in percent,
relatively to the quality of the whole set of attributes; if you enter 95 and
the whole set has quality g, it means that pseudoreducts will have to have
quality of classification at least 95% of q,

Absolute - when selected it means that satisfactory value is given srictly,
i.e. if you enter 0.98, it means that pseudoredects will have to have quality
at least 0.98,

Paths - heurisitc works by adding attributes to the core. At each node
several attributes are taken into account. Paths describes how much isit. It
has great influence on computational complexity of the method. If this
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parameter is 1 there will be only one pseudoreduct. It israther irrelevant to
select more than 3 paths for larger sets,

Threshold - this parameter is designed to cut some less meaning attributes
when they are selected at the computational node. First Paths attributes,
that are the best in the set, are taken into account, but it is probable, that
some of these are quite meanigless. This parameter decides that if some of
them give worse increase in quality of classification than the Threshol d% of
the best increase, they are not concerned as candidates for adding to the

core.

Manual reducts

Reducts | Manual

Manual reduction E
Select decizion attribute
IDec: j

Type
’7(3’ Addingto core  © Temporary ‘

oK |

This method allows user to manually create reducts by adding attributes to the set

and checking their quality of classfication. Beside the sdection of decision attribute

there are two input options:

Adding to core — core is used as the base for creating reducts,

Temporary- user start with an empty set.

ROSE user'sguide



4. Use of ROSE 51

The manual reduct creation window is shown below.

ll.a Selecting attributes M= E
Chasen attributes: Remaved attributes:
Attibute name | Quality loss | | Hemave >> | Attribute name | Quality gain
Care &1 0.353

42 0.000

e 43 n524 «hdd | a4 0000
Core 46 0529 o 45 0000
—I- 47 0.000

Add reduct ta fist |
Showlist afreducts) |

Calculate gualitychanaes |

W Automatic calculate quality changes

Decision atiribute: Dec
Classification estimation: Quality

Classification quality for all attributes: 0.765
Classification quality for chosen attributes: 0 765

Close |

It isdivided into two parts:
left one contains attributes that belong to the current set; values next to
them shows a predicted loss on quality of classification if such attribute
should be removed,
right one contains all attributes that can be added to the current set; values
next to them show predicted increase in quality of classification if such
attribute should be added.
Adding or removing is done either by use of the buttons in the middle section of
the window or by double-clicking on one of the attributes. At the bottom short
summary of the operations is presented.
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Minimal covering

Rules | Minimal covering

Minimal covering rules

Select decision attribute

|Dec j

Cancel Help

This method is used to generate a set of decision rules based on a minimal covering
algorithm (minimal number of possibly shortest rules covering al the examples). It has
only one parameter — name of the decision attribute.

When it is done a new file appearsin the project window.

Satisfactory description

Rules | Satisfactory description

Satisfactory description rules

Decision attribute

|Dec j

Digcrimination level Max length

[0 e [10

in strength
’71 " Class relative & Absolute

Cancel Help

This method generates all possible rules satisfying the demands of the user. It has
several input parameters:
Decision attribute — name of the decision attribute,
Discrimination level (in percent) —
Max length — maximum length of generated rules,
Min grength — minimal strength of generated rules (i.e. number of
supporting objects),
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Class relative — min strength will be given in percent of all of class objects,
Absolute — min strength is given in number of objects.

When done a new icon appears in the project window.

Extended minimal covering
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Rules | Extended minimal covering

This option is used for generating decision rules using extended version of LEM2
algorithm. The modified LEM2 (so called ModLEM) can deal with continuous values of
attributes without the need of prior discretization and generates rules with extended
syntax of conditions (instead of smple testsin form attribute = value, ModLEM is able
to generate tests in form: attribute £ value, attribute 3 value or lower bound £ attribute
£ upper bound).

After having selected this method, the user is presented a dialog box shown below.

Extended Minimal Covering [ ]

Decision attribute:

—Type of extenzion:

i+ |nterval extension

Conditions in rules are built by concatenating
adjacent intervals of attribute values.

= Laplace measure

Conditions in rules are built uging values selected by
the Laplace measure.

= Entropy measure

Conditions in rules are built uging values selected by
the entropy measure.

u] I Cancel Help

In the box 'Decision attribute' the user has to select an decision attribute, which

will be considered during induction of decision rules. The user also has to select the type
of ModLEM extension, asModLEM contains three different extensions:
Interval extensions — the conditions in rules are created by concatenating adjacent
intervals of attribute values. The generated conditions have the syntax lower bound £

attribute £ upper bound.
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Laplace measure — the conditions in rules are built on cutting points, that minimize
the value of Laplace measure. The generated conditions have the syntax value £
attribute or attribute £ value.

Entropy measure — the conditions in rules are built on cutting points, that minimize
the value of Entropy measure. The generated conditions have the syntax value £

attribute or attribute £ value.

Minimal covering and Satisfactory description validation

Classification | Minimal covering validation
Classification | Satisfactory description validation

Validation [ |

Mumber of folds WDTH threshold
F

NDTH method———
¥ shrength

= strength®similarity

Similar rules limit: |2EI
Similarity thresold: |5—°/°

¥ Cleanup
W 0K I X Eancell ? Help |

There are some apparent parameters that user has to enter: input file containing

examplesto be classified, decision attribute and result file. The rest is explained here:
NDTM threshold — threshold used if object matches one or several rules indicating
different decision classes to determine majority class.
NDTM method — method used in non-deterministic matching to determine which
method should be used to comparing matched rules (one of two methods — strenght
of rules or strength multiply by similarity factor - can be choosen).
Similarity rules limit — maximal number of similar rules used to classifiaction of one
object.

ROSE user'sguide



4. Use of ROSE 55

Similarity threshold — minimal value of smilarity factor of rule, which can be used to
classifiaction of one object.

Similarity relation generation

Similarity relation | Relation generation
This option is used for generating smilarity relation. The smilarity relation
replaces the classical indiscernibility relation and is especially useful for analyzing data
containing continuous values, as it deals directly with continuous values making the
discretization step redundant.

Similarity relation generation

Decizion attribute:

Ml Coefficient [in range 0..1]: ID.?S

Ml denates the "purity' of created similarity interval
IF zet ta 1, then the interval iz resticted to examples
from the same decision class.

~Flatting Selection
£+ ophimishic " simple
= pessimiztic = k-meanhs
—Used object:

& Al " Limited I

W 0K I XK Cancel | ? Help |

The 'Decision attribute' contains a decision attribute, which will be used as an

active one during calculation of smilarity relation.

The 'MI' coefficient determines "purities’ of created similarity intervals. If it is set
to 1.0, then created intervals can only contain objects from the same class. If it smaller
than 1.0, then the similarity intervals can contain objects from different classes. The
default valueis 0.75.

The 'Flatting' parameter determines how the similarity intervals are processed to
ensure their monotonicity. If the 'optimistic' option is selected, then intervals will be
extended if necessary to satisfy the monotonicity requirement, otherwise — if you sdect
the 'pessimistic’ option, then they will be narrowed.
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The 'Selection’ and 'Used objects parameters determine the way of selecting
objects, which are in turn used as starting points of the similarity intervals. If 'Used
objects is set to 'All', then all objects from the data set are used as starting points of
smilarity intervals, and the setting of 'Selection’ has no effect. If the 'Used objects' is set
to 'Limited’ and the number of objectsis entered by the user, then the selection is based
on the value of 'Sdection’ parameter. Is 'Selection’ is set to 'smpl€, then every k-th
(where k in the number of objects entered by the user) object is used as a starting point
of the interval. Otherwise the k-means algorithm is used and the centroids of generated
clugters are used as starting points of smilarity intervals.

After successful generation of similarity relation, a new file is added to the project
and tsicon appears in the project window.

Similarity approximations

Similarity relation | Similarity approximations
This option is used for generating lower and upper approximations of decision
classes. Generated approximations are based on similarity relation.

Select Similarity Relation E

Source data file:

ID:\T emphexample.isf

Similarity relation file:

==
0k I Cancel | Help |

Similarity approximations [ ]
Select decizion attribute
IDec: j

0K, Help

After having selected this option, the user is presented the first dialog box of those
presented above. The user has to select an appropriate relation file. The requested file
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can be chosen among all relation files contained in current project or the user can browse
himself for the necessary fileusing "..." (browse) button.

After having selected the relation file, the user is presented the second dialog box,
which is used for selecting decision attribute, which will be considered during calculation
of approximations. This must be the same attribute as that selected for generating
similarity relation.

When approximations are successfully created, they are saved to file. The
approximation file is added to the current project and its icon appears in the project

window.

Similarity minimal covering
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Similarity relation | Similarity minimal covering
This option is used for inducing decison rules with the use of modified LEM2
algorithm. The modified LEM2 agorithm (so called ModLEM) used similarity relation
ingead of indiscernibility one and is able to generate rules with extended syntax of
conditions (except smple attribute = valuetestsit is able to create tests in form of lower

bound <= attribute <= upper bound).

Select Similarity Relation

Source data file:

|D:\T empUexample.isf

Similarity relation file:

Select decision attribute
Dec j
ok Help

After having selected this option, the user is presented the first dialog box of those
presented above. The user has to select an appropriate relation file. The requested file
can be chosen among all relation files contained in current project or the user can browse
himself for the necessary fileusing'..." (browse) button.

After having selected the relation file, the user is presented the second dialog box,
which is used for selecting decision attribute, which will be considered during calculation
of approximations. This must be the same attribute as that selected for generating
smilarity relation.

When rules are successfully induced, they are saved to RLF file. The RLF rulefile
is added to the current project and itsicon appearsin the project window.
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ISF File format

ISF (Information System File) is used in the ROSE system to store information
system data, e.g. declaration of attributes and definition of objects.

General remarks

ISF is plain text file (it can only contain characters that have ASCII codes in
range from 32 to 128 (decimally)).

It has been designed for use in different fields of data discovery and machine
learning in mind, so it has section structure, i.e. it is divided into sections. Because there
can be many such sections, their order in file is not meaningful, although if there exist
two or more sections of the same type, only the first one will be accepted.

There are some general rules concerning thefile:
Each section has its own unique name, by which it is identified, preceded by two
sars (“**') and followed by newline character (‘<CR>"). Section is finished when
there appears another section declaration or keyword ‘* * END .

All empty lines are omitted.
Line endswhen thereis‘<CR>' or *.<CR>' sequence.

All following characters are treated as separators: white spaces (one or more space
or tabulator), ‘,".

When there is any of the following characters: ‘|, ‘#, ‘!" it isrecognised as a start of

acomment, which isterminated by ‘<CR>'".
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‘\" (backdash) is used to split long lines of text. It means that the current line is
continued after ‘<CR>' character.

All of the above characters are reserved and cannot be used as literals in any of the
sections.

Thetext is caps sensitive.

At the end of file there should be sequence ‘* * END<CR>'.

Section description

Currently there are only two sections defined. Attributes section is used to
declare data attributes and examples section defines all objects present in database or
information system.

Attributes

ROSE user'sguide

Section remarks

This section is identified by keyword ATTRIBUTES (as mentioned earlier it
should be preceded by ‘**’ and followed by ‘<CR>'), all capital |etters.
It has several reserved keywords and characters:
‘2" (colon) is used when declaring an attribute,
‘I','T (square brackets) used when declaring unordered enlisted attributes,
‘<, *>" (Ilessand more signs) used when declaring ordered enlisted attributes,
‘(,*) (round brackets) used when declaring attribute type,
‘decision’ is used to declare that attribute is a decision.
All attribute names should be no longer that 30 characters. Remember to avoid
white spacesin their names.
Order of attributes declaration isimportant with connection to Examples section.

Declaring an attribute

Attribute declaration hasfollowing syntax:
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attribute_nane: <separator >attri bute_type<CR>

where attribute_name can be any text not containing reserved characters of length
lessthen 30, attribute_typeis described later.

There are 5 attribute types:
continuous  attributes identified by (continuous) statement in attribute
declaration, their domain containsall real numbers,
numbercoded attributes identified by (nunber coded) their domain consists of
positive integer numbers plus 0,
“dont care” attributes identified by (omi t), such attributes are omitted during the
data analysis,
unordered enlisted attributes identified by sequence [val uel, val ue2,
val ueN] , domain of such attributes consists of all listed values, and their order is
meaningless (e.g. attribute hair with values: blond, brunette, red, white),
ordered enlisted attributes identified by sequence <val uel, val ue2,
val ueN>, domain of attribute contains all listed values, but their order is meaningful
(e.g. attribute temperature with values: low, moderate, high).

Values in enlisted types can be any valid strings no longer than 30 characters.
Because ordered enlisted attributes are extensions to the first version of the file format,
they may not be accepted by all software. In this case, please change them to unordered
enligted attributes as thiswill not influence data analysisin these modules.

Denoting attribute as decision

When you want to declare, that some attributes describe decisions (belonging of
objects to decison classes), you just enter lines in the attributes section with the

following syntax:
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deci si on: <separator >attri bute_nane

where attribute_name has to be the name of one of the declared attributes,
athough it may be defined later in the section.
There can be many decision attributes, not only one.

EXAMPLES

Section remarks

This section is identified by keyword EXAMPLES (as mentioned earlier it

should be preceded by ‘**’ and followed by ‘<CR>'"), all capital |etters.

It has only one reserved character — ‘?’, which denotes missing value of the
attribute.

This section contains in each logical line (remember that lines can be split by use of
‘\" character) description of one object, according to the attributes declared in Attributes
section. So objects values must match domains of their respective attributes.
Whitespaces or separators separate attribute values. Each lines end with ‘<CR>" or
‘. <CR>".

In specific situation instead of objects there can be file include declaration in the
first line of the section. It has following syntax:

*| NCLUDE: <separ at or >fi |l e_nane

It means that all object definitions will be read from the file named file_name,
which has to contain separate examples section
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Exemplary file

#Exenplary ISF file

I'This is a coment to

** ATTRI BUTES

deci sion: surgery

nunber: (omt)

age: (continuous)

tenperature: <normal, high> |coment
condi tion: [good, bad]

surgery: [YES, NO

type: (nunbercoded)

alive: [YES, NJ

decision: alive

** EXAMPLES

1, 21, nornal, good, NO, 1,YES
2, 74, high, bad, YES, 3, NO
3, 43, normal, bad, YES, 2, \
NO

4, 9, high, good, NO, 0, YES

**END

may appear here al so
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Atoms file format

General remarks

It is plain text file (it can only contain characters that have ASCII codes in range
from 32 to 128 (decimally)). It contains three sections:

header section containing general information about atoms, identified by keyword

** HEADER,

atom description section, identified by ‘* * ATOVS' keyword,

description of atoms by objects section identified by ‘** OBJECTS' keyword.
Objects section is optional.
There are some general rules concerning the file:

All empty lines are omitted.

Line endswhen with ‘<CR>" (newline character, carriage return),

All following characters are treated as separators: white spaces (one or more spaces
or tabulators), ‘,".

When there is any of the following characters: ‘|, ‘#, ‘!" it isrecognised as a start of
a comment, which isterminated by ‘<CR>'".

‘\" (backdash) is used to split long lines of text. It means that the current line is
continued after ‘<CR>'.

All of the above characters are reserved and cannot be used as literals in any of the
sections.

Thetext is caps sensitive.
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At the end of file there should be sequence ‘* * END<CR>'.

Order of sectionsin the fileis not important.

Header section

First line of this section contains name of the file describing the objects (ISF file),
which was basis to atoms search.
Next, there is description of used decision attribute, using following syntax:

attribute_nane

{

val uel<separat or >val uel_code

val ueN<separ at or >val ueN_code

}

where attribute_name is the name of decision attribute, value describes all values
of this attribute and value_code describesinternal coding.

Following lines contain all the names of conditional attributes (each attribute in one
ling).

Next there is a statement that describes if there is Objets section in the file, using
syntax:

obj ect s: <separ at or >YES

or

obj ect s: <separ at or >NO.

Section ends with number of the existing atoms.
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Atoms section
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Each atom is identified by two lines (remember that lines can be divided using ‘\’
character) of text.
Firgt line contains (using separators):

ordinal number of atom,
values of all conditional attributes.

Second line contains:
cardinality of objects that belong to this atom,

cardinality of objects belonging to decision classes, using syntax:

val ue_code<separ at or >nunber _of _obj ect s

where value code is a value of decison attribute (see header section) and
number_of_objects is number of objects that belong to the atom and at the same time to
the decision class. If cardinality of such set isO, it is omitted.

Objects section (optional)

This section contains information, which objects congtitute given atom, and to which
decision class they belong. Each line describes one atom, using syntax:

ordinal number of atom,

description of objects belonging to the atom and one of the decision classes, with
syntax:

val ue_code<separ at or >{ obj ect s}
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Exemplary file

! Exanpl ary atomfile
** HEADER
urol ogy. i sf

alive

pl acenent

obj ects: YES

3111
121

** 0BJECTS
11{1,5)} 2 {3}
21{2,4,8 2 {6}
32 (7

**END
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Rules file format

General remarks

It is plain text file (it can only contain characters that have ASCII codes in range

from 32 to 128 (decimally)). There are two versions of rule description file:

simple (easilly readable by human) with rls extension,

full (more complicated, designed for reading by specified software) with rif

extension.

There are some general rules concerning the file:

All empty lines are omitted.
Line endswhen with ‘<CR>" (newline character, carriage return),

All following characters are treated as separators: white spaces (one or more spaces
or tabulators), ‘,’.

When there is any of the following characters: ‘|, ‘#', ‘!" it isrecognised as a start of

a comment, which isterminated by ‘<CR>'".

‘\" (backdash) is used to split long lines of text. It means that the current line is
continued after ‘<CR>'.

All of the above characters are reserved and cannot be used as literals in any of the
sections.

Thetext is caps sensitive.

ROSE user'sguide

Appendix C 72

At the end of file there should be sequence ‘* * END<CR>'.

All real numbers are written with precision of two decimal places.

RLS file

Thisfile type contains header and body.

Header

Header contains information about which algorithm was used to generate rules, what
were its parameters, date of creation, etc. All its lines are written as a comment. It has
following syntax:

first line contains signature of the rule generator,
second line contains name of the data file (1SF),
third line contains number of objects, written as: ‘ Obj ect s=nunber _of _obj ect s’,

fourth line contains number of attributes, written as.

‘Attributes=nunber_of _attributes’,

fifth line contains the name of the decison attribute, written as

‘Deci si on=deci si on_nane’,

sixth line contains all decision classes, written as

‘Cl asses=cl ass1, cl ass2, .., cl assN.
next, thereis date of creation of thefile,
next line contains name of the algorithm used to generate rules,
next line contains algorithm parameters,

last line contains time of computation.
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Rules

Each line contains description of exactly one rule. The line begins with sequence
‘rule No.", where No is the number of the rule. After separator there is conditional part

of therule, using syntax:

(attribute<separator >rel ati on<separ at or >val ue) <separ
at or >&
&<separat or >(at ri but e<separ at or >r el ati on<separ at or >val ue)

where attribute is the name of conditional attribute, value isits value, and relation is one

of the following:

o
* g
* o>z
* <=

* “in” —for unordinal attributes and intervals.

When conditional part of the ruleis finished there comes assigment to the decision

class(es), with syntax:

<separ at or >=><separ at or >( deci si on=val ue) <separ at or >OR

OR<separ at or >( deci si on=val ue);

Each line contains also additional information about the rule, as the

following:
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[support, strength,relative
strength, I evel _of _di scri m nation]

Line endswith the ‘<CR>'.
Exemplary rules
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(A13 = 2) & (wzrost >= cgedni) => (d=1); [ 20, 18, 30.53% 90.00%]

(Al < 12) & (wzrost = wysoki) => (d=A) OR (d=B); [ 10, 9, 15.25% 90.00% ]

RLF

RLF file is much smilar to the RLS. The difference is that it contains some
additional information about each rule. Each rule description takes 2 lines. At the end of
the first line, there is information about support in each of the decison classes, usng
syntax:

[ support _cl assl, support_cl ass2, .., support_cl assN]

Second line contains objects that support the rule divided by decision classes, using
syntax:

[{class1_objects}, {class2_objects}, .., {cl assN_obj ect s}

where objects are listed by they ordinal numbers using separators.

Exemplary rule

(al3 = 2) & (wzrost >= oredni) => (d=1); [20, 18, 30.53% 90.00% [18, 1, 1, 0]

[{1, 2, 3, 4, 5 6, 7, 8 34, 35 36, 37, 38, 39, 40, 41, 42, 43 }, {10}, {99},
{}]
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Troubleshooting

Here you can find some remarks and hints concerning problems you may
encounter when using ROSE system.

ROSE system

P: You get error message: ‘ Attempt to launch external module failed'.
H: One of the modules is missing or not present in current modules path. Check
that the entry in Tools | Options dialog is correct or reinstall system.

P: You get error messages when running external modules.

H1: After running them, open corresponding log files, e.g. when encountering
problems looking for reducts see reductslog or consult the contents of the console
window.

H2: There may be a problem, when project file and working directory islocated on
aNovell Netware file server. Please use your local harddrive.
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