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1 Notation

t ∈ [1, T ] - time step/number of iterations/examples/minibatches

d - dimensionality of the parameters vector

ε - small constant for numerical stability

Θt ∈ Rd - parameter vector at time t, of dimensionality d

Lt(Θ) - loss function at time t (e.g. different minibatch in each timestep)

η ∈ (0, 1] - learning rate, step size

∇ - nabla, not delta

� - a dot in a circle, elementwise product (Hadamard product)

gt = ∇Lt(Θt - gradient in time t

g2t = gt � gt - ’notation abuse’

ρ ∈ [0, 1);µ ∈ [0, 1) - some coefficients

initialization - assume initialization with zeros unless stated otherwise

2 SGD

Stadnard formulation

Θt+1 = Θt − η∇Lt(Θt) (1)

Ordinary Momentum

vt+1 = µvt − η∇Lt(Θt);µ ∈ [0, 1) (2)

Θt+1 = Θt + vt+1

Nesterov Accelerated Gradient (NAG)

vt+1 = µvt − η∇Lt(Θt + µvt);µ ∈ [0, 1) (3)

Θt+1 = Θt + vt+1

3 Dimension-wise Adaptive Methods

Adagrad[1]

Gt =
t∑

i=1

g2t (4)

Θt+1 = Θt −
η√

Gt + ε
� gt

RMSProp[2]

Gt = 0.9 ∗Gt−1 + 0.1 ∗ g2t = 0.1
t∑

i=1

0.9T−ig2t (5)

Θt+1 = Θt −
η√

Gt + ε
� gt
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Adadelta[3]

Gt = ρGt−1 + (1− ρ)g2t = (1− ρ)
t∑

i=1

ρt−ig2t (6)

∆t−1 = ρ∆t−2 + (1− ρ)∆Θ2
t−1

∆Θt =

√
∆t−1 + ε√
Gt + ε

� gt

Θt+1 = Θt + ∆Θt

3.1 Worth reading perhaps

• Adam[4]

• vSGD maybe [5]

• CoCob [6]

• a blogpost about momentum
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