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1 General Framework1

The name of our bot is YanShi, an ancient puppet designer who can made very smart puppet by bones,2

woods and feathers. His story was recorded in an ancient book <LieZi - TangWen>.3

In contrast with previous end-to-end apporaches, e.g. DQN [3], we separate the perception and4

planning function explicitly. The intuition is that detecting meaningful objects like weapons and5

enemies is crucial for the policy but difficult in complex scenarios with sparse signals in reinforcement6

learning settings. The architecture of our model is shown on Fig. 1.7

To get more accurate perception results, We train a separated detection network [2] with addtional8

supervion, which is obtained via hacking the doom engine. We select the best architecture by the9

tradeoff between the time efficiency and detection accuracy. According to our observation, the10

perception module detects resources and enemies efficiently. Yanshi also adopts Simultaneous11

localization and mapping (SLAM) to obtain the XYZ position of agent itself.12

The planning part consists of rules and Monte Carlo Tree Search (MCTS). It receives bounding13

boxes and positions from the preception module, then output actions. We also integrate the existing14

planning network as a supplement, i.e. F1 [4](for track1) and IntelAct [1](for track2). The final15

action are combined from both side.16

2 Architectures in Different Scenarios17

We take part in both tracks of the competition. We use same planning network but different detection18

networks and rules for both tracks.19

3 Contact Information20

If you have any problem, you can contact me by email [sproblvem@gmail.com], or by skype21

[sproblvem.yama].22

I am a big fan of FPS games. My teenager life consists of Quake, Delta Force and Half Life - Counter23

Strike. And my first book of programmer is the <Masters of Doom> written by David Kushner. So I24

am really excited to enroll in this game again.25

Thank you guys for organizing this wonderful competition!26
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Figure 1: An illustration of the architecture of our model.
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