
Building Autoencoders in Keras

Autors:

FIlip Grześkowiak
Adam Ćwian



What are autoencoders?



Autoencoding
Algorithm in which data compression and decompression functions are:

● data-specific - only able to compress data similar to what they have been 
trained on

● lossy - decompressed outputs will be degraded compared to original
● learned automatically from data examples - require only appropriate training 

data



What are they used for?

Two most popular practical applications of autoencoders are:

● data denoising
● dimensionality reduction for data visualization e.g. with t-SNE 

(t-distributed stochastic neighbor embedding)



t-SNE



Basic autoencoder



Basic autoencoder



Basic autoencoder



Digits reconstruction



Convolutional autoencoder



Convolution
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Max pooling



CNN Implementation



Image denoising



Image denoising



Documents denoising



Variational autoencoder



Decoder



We add a constraint on the encoding network, that forces it to 
generate latent vectors that follow a unit gaussian distribution



Generative model result



Latent space visualization
Mnist digits


