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Abstract. This papers deals with inducing rule-based classifiers from
imbalanced data, where one class (a minority class) is under-represented
in comparison to the remaining classes (majority classes). We discuss rea-
sons for bias of standard classifiers toward recognition of examples from
majority classes and misclassifcation of the minority class. To avoid lim-
itations of sequential covering approaches, we present a new approach to
improve sensitivity of the rule based classifier. It includes a modification
the structure of sets of rules, where for majority classes minimal sets of
rules are still induced while the rule set for the minority class is gener-
ated by the algorithm, called EXPLORE. This algorithm produces rules
being more general and supported by more learning examples than rules
from the minimal set. The usefulness of the new approach is verified in
a comparative experiments on several imbalanced data sets.

1 Introduction

Knowledge discovery in general, and one of its sub-part – data mining – in
particular, have received a growing interest both from research and industry
in last years. Its main aim is to look for previously unknown relationships or
patterns representing knowledge hidden in real-life data sets [14]. The typical
representations of knowledge discovered from data are: associations, trees or
rules, relational logic clauses, functions, clusters or taxonomies, characteristic
descriptions of concepts [14, 26, 19]. In this paper we focus on the rule represen-
tation. More precisely, we interested in classification problems, where discovered
knowledge represents a function mapping objects (examples), described by a
fixed set of attributes (features) to decision classes (concepts). Rules considered
in such problems are called decision or classification rules and they are expressed
in the form:

IF (condition part) THEN (decision class),
where condition part is formed as a conjunction of elementary conditions – tests
on values of attributes and a decision part of the rule indicates the assignment
of an object, which satisfies the condition part, to the given decision class.
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In data mining other types of rules are also considered, e.g., association rules,
action rules [14, 26]. In the text hereafter we will use the general term “rules” to
refer specifically to decision rules, as they are of our primary interest.

Symbolic expressiveness of the rule-based representation is treated as more
comprehensible and human-readable than other representations (see discussions
in [25, 26, 30]). A set of rules may be also more compact than a decision tree
[30]. Moreover, rules constitute “blocks” of knowledge, and experts can more
easy analyse single rules [25, 36]. Finally, rule were successfully used in several
applications – a review paper was written by Simon and Langley [21].

Induction of rules has been intensively studied in machine learning [26, 28]
and many algorithms have been proposed, for reviews see [8, 28, 26]. The major-
ity of them try to generate rules following a sequential covering strategy. They
are focused on a minimal set of rules, which means that learning examples are
covered by the smallest number of non-redundant rules. Sets of rules induced
from learning examples are usually applied to predict class labels for new com-
ing objects. In this - classification oriented - perspective, rules and the strategy
of using them form a classifier. Although sequential covering algorithms have
shown to be quite effective for this perspective, there are also other algorithms
which provide more numerous sets of rules than the former ones. Such rules are
also often characterized by better descriptive properties, e.g. they are supported
by a larger number of learning examples (see [37, 14]). In general they could bet-
ter characterize some regularities hidden in data what corresponds to, so called,
descriptive perspective of knowledge discovery [43].

On the other hand, such rules could be also useful for handling more difficult
classification problems. One of the main sources of difficulty is a class imbalance
in learning data, i.e. a situation when one class (further called the minority
class) includes much smaller number of examples comparing to other majority
classes. The minority class is usually of primary interest in a given problem and
it is required to recognize its members as accurately as possible. The imbalanced
distribution of classes constitutes a difficulty for standard learning algorithms
because they are biased toward the majority classes. As a result examples from
the majority classes are more likely to be classified correctly by created classifiers,
whereas examples from the minority class tend to be misclassified.

The problem of dealing with the class imbalance has been receiving a grow-
ing research interest the machine learning and data mining communities (for
some reviews see, [3]). Several methods have already been proposed to improve
performance of various types of classifiers, not only rule-based ones. In general,
one can distinguish two kinds of approaches [18]. The first approach, which is
classifier-independent, relies transforming the original data set to change the
balance between classes, e.g., by resampling . The second approach involves
modifying classifiers in order to improve their sensitivity to the minority class.

In the paper we discuss how rule-based classifiers can be adopted to deal
with imbalanced in the learning set. We will consider two ways of doing it:
either changing the rule induction phase or modifying classification strategy.
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The main aim of this study is to present a new method of extending the
structure of a rule-based classifier in order to improve its sensitivity to the mi-
nority class. Its main principle is that a minimal set of rules for the minority
class is replaced by a new set of stronger rules. Such rules are discovered by a
special algorithm, called EXPLORE, which was previously introduced by Ste-
fanowski and Vaderpooten in [37]. Thus, using such rules for the minority class,
while preserving the original set of rules for the majority classes, improves the
chance that an example from the minority class is correctly recognized.

Within our approach we try to maintain a comprehensible structure of the
symbolic knowledge representation by discovering additional rules, still hidden
in data which was not revealed in the minimal set. This property is consis-
tent with some arguments behind rule paradigms. It additionally distinguishes
our proposal from other known approaches, which also aim at improving the
minority class prediction, however, at the cost of making extensive changes in
data. Discussing the usefulness of the EXPLORE algorithm for providing such
comprehensible patterns is the second aim of this paper.

Finally, we present results of experiments where the performance of our ap-
proach is compared against a typical sequential covering algorithm LEM2 and
its modification for handling imbalanced data on several benchmark data sets.

The paper is organized as follows. We begin with a brief review of two basic
categories of rule induction algorithms and strategies for building final classifiers
on the basis of rules. Then, in section 3 we describe of the EXPLORE algorithm,
which is employed by our approach. Our previous experience with using this
algorithm is also described. The next section is devoted to a short review of
methods for handling imbalanced data. Then, we present our approach to change
the structure of a rule-based classifier. In section 6 we experimentally evaluate
its usefulness in a comparative study. Final remarks and discussion of future
research are provided in the last section.

We should remark that this is kind of a summary paper, which partly includes
some results other papers of Stefanowski and coauthors on the EXPLORE al-
gorithms [37] and from our joint research with Grzymala-Busse on handling
imbalanced data by modifying rule-based classifiers [13].

2 Various Approaches to Rule Induction

This chapter should give only basic information on rule induction and classifi-
cation strategies which are necessary for presenting a new method. More com-
prehensive reviews on this topic could be found in [8, 19, 36]

2.1 Basic Notation

For classification problems data sets include examples described by attributes
and assigned to decision classes. We assume that these examples are represented
in a decision table DT =(U,A∪{d}), where U is a set of examples, A is a set
of condition attributes describing them, and d /∈ A is a decision categorical
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attribute that partitions examples into a set of disjoint decision classes {Kj :
j =1,...,k}. A decision rule r assigning objects to a class Kj is represented in the
following form:

if P then Q

where P = p1 ∧ p2 ∧ . . . ∧ pn is a condition part of r and Q is a decision part of
r indicating that an object should be assigned to a class Kj . The condition part
is a conjunction of elementary conditions pi. Each condition represents a test on
a value of a corresponding attribute. For a symbolic attribute the test compares
its value to a constant, and for numerical attribute other relations (e.g., greater
than) are possible.

We can say that a decision table DT contains learning examples for inducing
rules, thus it is called a learning set. Thus, for a given class Kj , learning examples
from this class are called its positive examples, while examples belonging to the
remaining classes are called negative examples of Kj .

Using these terms we briefly present some definitions of basic rule properties.
[P ] is a cover of the condition part of a rule r in DT , i.e. it is a set of examples,
which descriptions (values of condition attributes) satisfy elementary conditions
in P . Let [Kj ] be a set of positive examples of a class Kj . A rule r is discriminant
(also called certain or consistent) if it distinguishes positive examples of Kj

from its negative examples, i.e. [P ] ⊆ [Kj ]. Moreover, P should be a minimal
conjunction of elementary conditions satisfying this requirement.

Set of decision rules R completely covers (describes) all positive examples of
a class Kj , if each positive example is covered by at least one decision rules from
R. Moreover, if there is no other R′ ⊂ R that covers all positive examples of Kj ,
we say that R is the minimal cover of Kj . In other words it completely describes
positive examples of this class by the smallest number of rules. If the learning
set contains noisy or inconsistent examples examples, also so called partially
discriminant or possible rules can be constructed. Besides positive examples such
rules cover a limited number of negative ones.

2.2 Different Perspectives of Rule Induction and Evaluation

In general induction of decision rules can be performed according to different
perspectives. The most common ones [36, 43]:

– classification-oriented induction,
– descriptive-oriented induction.

The aim of the classification-oriented induction is to create from learning
examples a set of rules which will be further used to classify new objects. The
rules are then combined with an additional strategy defining how to use them
to produce a final prediction for a new object – such combination constitutes a
classifier. This perspective has been extensively studied in machine learning and
several approaches for deriving rule-based classifiers have already been proposed.

The aim of the descriptive-oriented induction is to extract from learning ex-
amples information patterns (regularities or sometimes exceptions or anomalies)
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which may be interesting and useful for different decision users [14]. These pat-
terns (represented as rules) aim at clarifying dependencies between values of at-
tributes and decision classes [37] and usually are much more comprehensive than
rules created following the classification-oriented perspective. The descriptive-
oriented induction has been conceived and considered within the field of knowl-
edge discovery, however, there has been successful research on building classifiers
using rules constructed according to this approach [14, 36].

The two perspectives of rule induction do not only have different goals –
here are other profound differences between them. One of the main distinc-
tions consists in different evaluation criteria [37] of constructed rules. In the
classification-oriented induction, a complete set of rules is evaluated as a classi-
fier. The evaluation criterion is usually single and defined as the classification
(predictive) accuracy or similar prediction measures (e.g., based on confusion
matrix – see Section 4) of a rule-based classifier using these rules. The criterion
is evaluated in experimental way by splitting data into learning and testing sets.

In the descriptive-oriented induction, each rule is evaluated individually and
independently as possible representation of an interesting pattern. This is def-
initely more difficult task. Depending on a rule induction algorithm, the user
may obtain quite a large number of rules to interpret. Selecting some of them
is a non-trivial issue, it is also partly subjective as it generally depends on the
problem at hand and on the interests and expertise of users. To support them,
several quantitative measures (also called interestingness measures) have been
proposed and studied, each capturing different characteristic of rules. Many of
these measures characterize relationships between condition and decision parts
of a rule and a data set in which the rule has been discovered. Generality, sup-
port, confidence, logical sufficiency or necessity are examples of widely approved
and used measures. Their systematic review is available, e.g., in [15]. Below we
present two measures: support and confidence of a rule, as we refer to them in
the further text.

The support of the condition part P , denoted as sup(P ), is equal to the
number of objects in U satisfying P , i.e., its equal to | [P ] |, where where | . |
denotes the cardinality of a set. In a similar way we define the support of the
decision part Q and denote it as sup(Q) =| [Q] |.

The support of a rule r denoted as sup(r), is equal to the number of objects
in U satisfying the condition and the decision parts (P and Q respectively), i.e.,
sup(r) =| [P ∩Q] |. The support could be given in relation to the number of
examples in U as

sup(r) =
| [P ∩Q] |
| [U ] | .

The confidence of a rule r shows the degree to which P implies Q and it is
defined as

conf(r) =
| [P ∩Q] |
| [P ] | .

This measure is also known as certainty factor, accuracy, discrimination level.
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Let us notice that both these measures characterize two different properties
of a rule: support corresponds to the generality of a rule pattern in data while
confidence estimate the certainty of assignment to a decision class.

We mention another measure of rule generality, called coverage or rule strength,
as it is used in the description of the EXPLORE algorithm. It is defined as

cov(r) =
| [P ∩Q] |
| [Q] |

The other major distinction between the classification and descriptive per-
spectives corresponds to different rule induction algorithms. The former perspec-
tive employs algorithms inducing minimal sets of rules, while the latter requires
different methods (producing non-minimal sets of rules). These two groups of
algorithms are discussed in the following subsections.

2.3 Induction of Minimal Sets of Rules

The majority of rule induction algorithms employed by the classification-oriented
perspective follows the sequential covering strategy which historically comes from
early Michalski’s works on the family of the AQ algorithms. It is also knows as
separate-and-conquer strategy and used in several inductive logic programs [8].

Figure 1 shows the basic idea of the sequential covering strategy. This strategy
sequentially generates a minimal set of decision rules for each decision class. 3

In each run it accepts as input a set of positive and negative examples of the
class Kj and provides as output a set of rules R covering all positive examples
of the class and not covering any its negative examples (if the learning set does
not contain any inconsistent examples). The strategy iteratively creates the best
possible rule based on the ’best’ conjunction of elementary conditions according
to selected criteria (see the function Find single best rule). Then it stores the rule
and excludes all positive examples that match this rule from consideration. This
process is being repeated while some positive examples of the decision concept
remain uncovered.

The function Find single best rule produces a candidate for a rule which in
general should cover as many as possible positive examples of the target class
and no negative ones (for consistent data) or a limited number of negative ones
(for inconsistent or noisy data). This function can be formulated in different
ways depending on a particular version of the algorithm. In majority of them
the condition part of a candidate rule is constructed by successively adding new
elementary conditions to the conjunction (the process starts with an empty con-
dition part). This specialization process is repeated until a selected acceptance
criterion has been fulfilled, e.g. the current condition part does not cover any of
the negative examples (e.g., see the description of AQ [26]or LEM2 [10]).
3 The are also some versions of this strategy which do not sequentially go through

classes but attempt to consider all classes together in one general loop, however still
maintaining the principle idea of recursively learning best rule, removing covered
examples, etc.
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Fig. 1. Sequential covering strategy

Procedure Sequential covering input (Kj : class;
E : its positive learning examples; N : and its negative exmaples
output R: set of rules);
begin

R ← ∅ { initialize rules };
while E 6= ∅ do
begin

r ← Find single best rule(Kj , E, N)
Cover(r) ← set of positive examples covered by r
if rule stopping conditions(r) then exit;
E ← E − Cover(r);
R ← R ∪ r

end
R ← Postprocess(R)

end

The search for the best elementary condition to be added to the conjunction
is driven by specific evaluation criteria. The number of proposals is quite large,
for a review see [8]. For instance, in LEM2 algorithm, which will be considered in
the experimental section of this paper, Grzymala proposed to select conditions
in the following way [10]:

1. Choose a condition that results in the maximum support of a candidate rule,
2. If tie occurs, choose a condition that leads to the maximum confidence of a

candidate rule.

Several other criteria are considered, the most common choices are: entropy-
based measures calculated over the distribution in the examined cover [6, 33],
Laplace estimate or more flexible m-estimate [9]. Weighted formulas are useful
as well, e.g., weighted information gain used by Quinlan in FOIL, J-measures
and many others. For a review see again [8].

The basic covering strategy presented above reveals drawbacks if data is
noisy. Rules for noisy examples may be too complicated (overfitted to noise) and
lead to low predictive accuracy while classifying new examples. In general, there
are several solutions to overcome the overfitting which usually rely on prunning.
They allow induced rules not to cover all positive examples or to cover some
negative ones. Different rule prunning techniques are summarized in [7].

2.4 Induction of Non-minimal Sets of Rules

Minimal sets of rules usually contain only a limited number of interesting rules,
they may also include some rules of very limited or no interest, which is undesir-
able from the discovery-oriented perspective. These shortcomings result directly
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from following the sequential covering strategy described in the previous sec-
tion. This strategy excludes from consideration learning examples that has been
already covered by generated rules, thus, some interesting rules cannot be dis-
covered. This happens especially when different patterns are shared by a large
proportion of common examples . Moreover, the covering strategy aims at cover-
ing all positive learning examples, therefore, in the last iterations it may produce
very specific rules, consisting of many elementary conditions, which refer only to
one or very few learning examples that have been left uncovered. More detailed
discussion on these phenomena is given in [37].

In order to overcome the above limitations, other induction strategies and
algorithms have been proposed. The most radical solution is to produce so called
exhaustive set of rules, which contains all (often discriminant only) rules that
can be induced on the basis of positive examples of the class. Examples of such
approach include the dropping condition technique, described in [10] or Boolean
reasoning approach to look for local object reducts [32] – specific for rough
set theory. However, time complexity for the second choice is exponential and
using this kind of approach may be not practical for larger input data files –
so approximate algorithms are employed. Moreover, the data analyst could be
’overloaded’ by getting too many rules to be considered. In fact, only a small
part of them is usually interesting for him (e.g. notice that in this option may
generate many specific rules supported by too less learning examples).

Another category of induction algorithms employs “more efficient” search
strategy leading to less numerous sets of rules which should be also characterized
by better values of evaluation measures. A good example from this category is the
BRUTE algorithm introduced in [31]. The name comes from authors’ motivation
to perform a massive, brute-force search for accurate rules in place of the greedy
hill-climbing search typical for the iterative sequential covering. Briefly speaking,
Brute conducts an exhaustive depth-bounded search for the most accurate and
short rules. It optimizes the search by introducing canonical order in possible
conditions. Moreover, it limits the search to rules not exceeding the maximum
number of conditions in their condition parts. Finally, it outputs only a limited
number of the most accurate rules on learning set. Experimental results of using
the set of the top 50 rules in a classifier showed that it outperformed CART and
C4 trees. Quite similar idea is present Data Surveyor system described in [16].

Finally, the last group of approaches includes adaptations algorithms for as-
sociation rule mining. These rule are changed into the form where the right hand
size of the rule contains the class label. Rules should also satisfy a predefined
minimum support (they are called frequent ones) and a minimum confidence 4.
The key issue is to adopt in a proper way search strategies coming from algo-
rithms for mining frequent items, e.g. to construct iterative sequential extension
approach similar to Apriori which efficiently prune the candidates. In [14] there
is a short review of some proposals, e.g. the Liu et al method of associative clas-
sification [24]. It is also showed that such rule sets were empirically found to be
more accurate than decision trees.

4 These requirements are similar to ones present in EXPLORE - see section 3
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2.5 Classification Strategies

In a the classification-oriented perspective a set of rules is used to classify new
objects, i.e. objects unseen in the learning phase by matching these objects to
condition parts of the rules. Sets of rules can be either ordered or unordered.
In the first case rules are organized into a priority list. The matching is done
starting from the first rule. The first matched rule from the list is used to classify
a new object and the remaining rules are skipped. The last rule is a default rule
and it is used if no other rule has been matched.

For unordered sets of rules matching a new object may lead to three cases.
The first one is unique matching to one or more rules from a single class. Two
other two cases are matching to multiple rules indicating different classes or not
matching any rules at all. In both cases a suggestion is ambiguous, thus proper
resolution strategy is necessary. Review of different strategies is given in [36].
Below we briefly summarize the classification strategy introduced by Grzymala
in LERS [11] as it is employed in our experiments. In case of ambiguous matching
the decision to which class classified object e belongs is made on the basis of
voting and e is assigned to the strongest class. For each matched rule its absolute
support is considered as a basic score. The total support for a class Ki and an
example e is defined as the following expression:

sup(Ki, e) =
∑

rulesfor Ki matching e

sup(r).

The class Kj for which such defined support is the largest is the winner and the
example e is assigned to it.

If complete matching is impossible, all partially matching rules are identified.
These are rules with at least one elementary condition matching an example e.
The total support is then calculated not only on the bases of the support of
identified rules, but also their matching factors, defined as as a ratio of conditions
matched by e to all conditions in a rule (or to the length of a rule):

sup(Ki, e) =
∑

rules for Ki partially matching e

sup(r) ∗match(r, e).

Again, the class Kj with the largest support is the winner and the example
e is classified as its member.

3 Explore Algorithm

In this chapter we present the EXPLORE algorithm that extracts from data all
rules that satisfy requirements defined by the user. Thus, EXPLORE is able to
generate rules which are general, simple, accurate and relevant. This makes it
very useful not only from the descriptive-oriented perspective but also also from
the classification-oriented one, where imbalanced data has to be dealt with.
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3.1 Presentation of the Algorithm

The EXPLORE algorithm , first presented in [27], is a procedure that extracts
from data all decision rules that satisfy certain requirements. In this study we
focus on the following ones:

– support or a coverage of a rule : the user can expect that general and strong
rule should cover a large enough number of positive examples,

– consistency of a rule represented by its confidence: the rule should cover no
or very few negative examples,

– simplicity of a rule represented by its length: the rule should be generally
short

– number of rules: total number rules for all decision classes – this additional
criterion which refers to the set of rules (not a single rule), it means that the
number of rules which should be limited for cognitive reasons.

These requirements are used to impose restrictions on the rule space explored
during induction. Finally, the algorithm can handle inconsistent examples either
by using rough set approach or by defining appropriate threshold for confidence
of induced rules.

Exploration of the rule space is performed using a procedure which is repeated
for each concept K to be described. The main part of the algorithm is based on a
breadth-first search which amounts to generating rules of increasing size, starting
from one-condition rules. Exploration of a specific branch is stopped as soon as a
rule satisfying the requirements is obtained or a stopping condition SC, reflect-
ing the impossibility to fulfill the requirements, is met. A formal description of
EXPLORE is presented in figure 2. Brief comments to this description are given
below (more precise discussion is presented in [37] and more implementation
details can be found in [27]).

An initial list LS representing elementary conditions is created by analysis
description of positive examples and given as an input to EXPLORE, for more
precise description see [34]. Obviously, conditions in LS must cover at least one
example from K; they may also be subject to specific constrains on the syntax.
This initial list is first pruned so as to discard conditions which directly corre-
spond to rules as well as those which already satisfy SC and thus cannot give
rise to rules (subprocedure Good Candidates). Conditions remaining in LS are
then combined to form complexes (i.e. conjunctions of elementary conditions)
which will be candidates for being the condition part of rules. This is achieved
by subprocedure Extend which, at iteration k, creates conjunctions complexes
of size k + 1 by extending candidate conjunctions of size k stored into a queue
using conditions from LS (some necessary conditions for the newly created con-
junctions to be candidates are already checked at this stage - see description).
While extending conjunctions we can use the monotonicity principle known from
the Apriori algorithm, saying that all subsets of a candidate conjunction must
also be sufficiently strong [14]. The resulting conjunctions are then tested by
subprocedure Good Candidates.
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Fig. 2. The main procedure of the EXPLORE algorithm

Procedure Explore
input (LS: list of valid elementary conditions; SC: stopping conditions;
output R: set of rules);
begin{Main search procedure}

R ← ∅
Good Candidates(LS,R); {LS is a list of valid elementary conditions s1, s2, . . . , sn

ordered according to decreasing coverage}
Q ← LS; {Copy current LS to a queue Q}
while Q 6= ∅ do
begin

select the first conjunction C in Q;
Q ← Q \ {C}; {remove it from the queue}
Extend(C,LC); {generate LC – a list of extended conjunctions}
Good Candidates(LC,R);
Q ← Q ∪ LC {place all conjunctions from LC at the end of Q}

end
end;

Procedure Extend(C: complex; var L: list of conjunctions);
{ This procedure puts in list L extensions of conjunctions C that are potential candidates}
begin

Let k be the size of C and h be the highest index of the elementary condition involved in C;
L ← {C ∧ sh+i where sh+i ∈ LS and such that all the k subconjuctions of C ∧ sh+i

of size k and involving sh+i belong to Q (i = 1, . . . , n− h)}
end;

Procedure Good Candidates(var L: list of conjunctions; var R: set of rules);
{ This procedure prunes list L, discarding:

- conjunctions whose extension cannot give rise to rules due to SC
- conjunctions corresponding to rules, which are stored into R }

begin
for each C ∈ L do
begin

if C satisfies SC then L ← L \ {C}
else

if confidence(C) ≥ α then {α = 1 for totally discriminant rules}
begin

R← R∪ {C};
L ← L \ {C}

end
end

end;
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In general stopping conditions SC can be defined according to requirements
expressing various expert’s expectations, e.g.e imposed on coverage, length, num-
ber of rules, etc. In our experiments presented in section 6, we mainly consider
requirements referring to a minimal coverage level l (smallest percentage of pos-
itive examples that a rule must cover). The corresponding stopping condition
for a conjunction C currently examined is thus simply: coverage(C) < l. Let us
remark that stopping conditions restricts exploration space and reduces compu-
tational costs. If the user does not define any requirements the algorithm will
produce all rules, which is at the risk of exponential costs, see the evaluation of
complexity in [36]. An examples of using EXPLORE and tuning SC is presented
in the two next subsections.

Besides basic requirements represented in the stopping conditions, EXPLORE
can be easily adopted to handle additional expectations of the decision maker
to the syntax of the condition parts of rules. For instance, the user can express
her preferences for some specific elementary conditions or attributes to be used
in a rule (or to be excluded from a rule). It is possible to zoom search on some
specific subsets of examples. Such approach is typical for interactive knowledge
discovery tools and it is described in [35, 36].

3.2 An Example of Comparing Minimal Sets of Rules vs. Rules
Induced by EXPLORE

To demonstrate the benefits of a non-minimal set of rules induced by the EX-
PLORE algorithm we describe a real life problem of technical diagnostics of
the homogeneous fleet of buses [44]. 76 buses were described by 8 diagnostic
symptoms (attributes) and divided into two classes depending on their technical
conditions (good or bad). The following symptoms were chosen: s1 – maximum
speed, s2 – compression pressure, s3 – blacking components in exhaust gas, s4
– torque, s5 – summer fuel consumption, s6 – winter fuel consumption, s7 – oil
consumption and s8 – maximum horsepower of the engine. All these attributes
were numeric.

We started with inducing a minimal set of rules using the MODLEM algo-
rithm (this algorithm follows the sequential covering strategy and is well suited
for numerical data [33]). The generated set contained the three following rules
covering all learning examples (numbers in brackets refer to positive learning
examples covered by each rule) :

1. if (s2≥2.4 MPa) & (s7<2.1 l/1000km) then (technical state=good) [46]
2. if (s2<2.4 MPa) then (technical state=bad) [29]

3. if (s7≥2.1 l/1000km) then (technical state=bad) [24]

Prediction accuracy of a classifier using these rules was was evaluated using
the leaving-one-out technique, and it was equal to 98.7%. Although it is a very
accurate classifier of the technical condition, the analysis of the syntax of these
three rules showed that only two symptoms were important. In particular, the
compression level was crucial as it nearly perfectly discriminated the technical
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condition of examined busses. On the other hand, practical measurements of
this symptom were the most difficult at the diagnostic stand. So, the diagnostic
experts were interested in discovering other rules, formulated in terms of symp-
tomes that were easier to collect. They also wanted to get strong rules covering
more than 51% of buses in each class. EXPLORE found 11 rules satisfying the
above requirements, they are listed below.

1. if (s1>85 km/h) then (technical state=good) [34]
2. if (s8>134 KM) then (technical state=good) [26]
3. if (s2≥2.4 MPa) & (s3<61 %) then (technical state=good) [44]
4. if (s2≥2.4 MPa) & (s4>444 Nm) then (technical state=good) [44]
5. if (s2≥2.4 MPa) & (s7<2.1 l/1000km) then (technical state=good) [46]
6. if (s3<61 %) & (s4>444 Nm) then (technical state=good) [42]
7. if (s1≤77 km/h) then (technical state=bad) [25]
8. if (s2<2.4 MPa) then (technical state=bad) [29]
9. if (s7≥2.1 l/1000km) then (technical state=bad) [24]

10. if (s3≥61 %) & (s4≤444 Nm) then (technical state=bad) [28]

11. if (s3≥61 %) & (s8<120 KM) then (technical state=bad) [27]

These rules provided much more information about values of symptoms than
the previous minimal set of rules. We used them to construct a new classifier
and estimated its accuracy again in the leaving-one-out test. The classification
accuracy was exactly the same as for the classifier with the minimal set of rules.

3.3 Other Experiences with Using EXPLORE

Let us repeat that setting proper thresholds for the stopping conditions SC is
crucial for the EXPLORE algorithm. An iterative procedure based on stepwise
changes of the rule coverage threshold and observing its influence on the set
of rules was presented in [37]. Experiments on several data sets from the UCI
repository [1] shown that it is possible to determine a range of values for this
threshold which lead to good rules regarding their classification accuracy, the
average coverage, the average length of the rules and the number of the rules.
In table 1 we present exemplary results obtained for the Congress Voting data.
The last line contains results for the minimal set of rules obtained by LEM2.
One can notice that threshold values between 20% and 30% led to sets of rules
which had significantly better descriptive properties (e.g., the average support
was twice as high as for rules in the minimal set) and not worse classification
properties at the same time 5.

Going on with our discussion, we would like to stress that for large values
of the coverage threshold EXPLORE may induce a set of rules covering only a
subset of learning examples. Some “difficult” examples (e.g., located in sparse
subregions of classes) may not be covered by any strong rule. In [38] we proposed
a solution to this problem and introduced a hybrid approach, where the first level
5 We would like to clarify that the main aim of these experiments was not to get the

most accurate classifier. The classification accuracy was just an additional criterion
to evaluate the “quality” of a set of rules.
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Table 1. Characteristics of rules induced by EXPLORE vs the minimal set or rules
induced by LEM2

Data set Stopping Number Average Average Classification
Condition of rules rule rule accuracy in

(min. relative coverage v length [%]
strength) [# examples] [# conditions]

Voting 5% 231 45.86 3.36 97.91
10% 138 66.96 3.19 97.67
15% 125 75.46 3.71 96.98
20% 103 82.75 3.81 96.07
25% 80 86.95 3.95 95.38
30% 63 95.16 3.75 92.61
40% 21 133.00 2.76 80.23

LEM2 26 43.77 3.69 95.87

of representation are rules and the second level is a set of learning examples not
covered by these rules. This first level can be obtained either by rule pruning or by
using EXPLORE with large values of the coverage threshold (the stepwise tuning
mentioned above could be used to establish the threshold – for more details
of it see [36, 38]). The classification strategy for new examples is a two stage
approach. The new example is first classified by rules. If there is no matching or
the matching is is ambiguous, the example is classified according to the k-nearest
neighbor principle on the basis of stored examples.

This idea was verified in the problem of evaluating business loans [38]. The
interesting observation was that the hybrid approach led to the highest classifi-
cation accuracy of 81%, while the rule level itself gave 77% and other classifiers
(e.g., a decision tree) around 74%. Furthermore, we noticed that this approach
slightly increased the sensitivity for the minority class, which corresponded to
the most risky loans leading to questionable or lost liabilities. The similar im-
provements were observed for another medical case study.

Such an additional effect of the threshold tuning procedure on the sensitivity
to the minority class has been a direct inspiration for our current research on
imbalance data which is presented in the next sections.

4 Handling Imbalanced Data

Many learning algorithms are constructed with an explicit or inexplicit assump-
tion that learning sets are balanced. However, this is not always the case. Imbal-
anced data sets are quite common as many processes produce certain observa-
tions with a different frequency. A good example is medicine, where databases
regarding a rare, but dangerous, disease usually contain a smaller group of pa-
tients requiring a special attention, while there is a much larger number of mem-
bers of other classes – patients who do not require special treatment. Similar
situations occur in other domains, e.g., in technical diagnostics or continuous
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fault-monitoring tasks, where non-faulty examples may heavily outnumber faulty
examples. Survey papers as [42, 3] report other real technical or engineering prob-
lems as, e.g., detection of oil spills in satellite radar images, detection of fraudu-
lent telephone calls or credit card transactions, prediction of telecommunication
equipment failures, information retrieval and filtering.

If the imbalance in the class distribution is high, i.e. some classes are heav-
ily under-represented, these learning methods do not work properly. They are
“somehow biased” to focus searching on the more frequent classes while “miss-
ing” examples from the minority class. As a result final classifiers are also biased
toward recognition of the majority classes and they usually have difficulties (or
even are unable) to classify correctly new objects from the minority class. In
[23] authors described an information retrieval system, where the minority class
(being of a primary importance) contains only 0.2% examples. Although the clas-
sifiers achieved the accuracy close to 100%, they were useless because they failed
to deliver the requested documents from this class. Similar degradation of clas-
sifier’s performance for the minority classes was reported for other imbalanced
problems [4, 12, 18, 20, 42].

The class imbalance also affects set rule-based classifiers – especially classi-
fiers using minimal sets of rules are biased toward the majority classes. Rules
induced for the majority classes are more general, covering more learning exam-
ples while rules for the minority class are usually more specific and “weaker” in
terms of their cover. As a result new examples from the minority class tend to
be misclassified.

Imbalanced data constitutes a problem not only when inducing rules for a
classifier, but also when evaluating its performance. Indeed, an overall classifica-
tion accuracy is not the only and the best criterion characterizing performance
of a classifier. Satisfactory recognition of the minority class may be often more
preferred, thus, a classifier should be characterized rather by its sensitivity and
specificity for the minority class. Sensitivity (also called a true-positive rate) is
defined as the ratio of correctly recognized examples from the minority class and
specificity is the ratio of correctly excluded examples from the majority classes.
More attention is usually given to sensitivity than to specificity [12]. However,
in general there is trade-off between these two measures, i.e., improving the sen-
sitivity too much may lead to deterioration of specificity at the same time - see
experimental results in [40]. Thus, some measures summarizing both points of
view are considered. One of them is G-means [20], calculated as geometric mean
sensitivity and specificity.

Several authors also use the ROC (Receiver Operating Characteristics) curve
analysis. A ROC curve is a graphical plot of a true positive rate (sensitivity)
as a function of false positive rate (1 – Specificity) along different threshold
values characterizing the performance of the studied classifier. The quality of
the classifier performance is reflected by the area under a ROC curve (so called
AUC measure) [3, 42].

A small number of examples in the minority class (“the lack of data”) is not
the only source of difficulties for inducing classifiers. Several researchers claim
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that besides the size of this class it is necessary to go deeper into its other char-
acteristics. Quite often the minority class overlaps heavily the majority classes.
In particular, boundaries between classes are ambiguous. Both boundaries and
the inside of the minority class may be affected by noisy examples from other
classes, which cause incorrect classification of many examples from the minority
class. Their influence is more critical for this class than the majority ones – see
[20, 22] for experiments and discussion. Japkowicz in her experimental study [17]
also showed that the class imbalance becomes even more difficult problem par-
ticularly when the minority class contains a number of very small subclusters,
which are difficult to be learned (so called, a small disjunct problem).

Several methods have been proposed to improve performance of classifiers
learned from imbalanced data, for a review see [18, 42]. In general, one can distin-
guish two kind approaches. The first category includes pre-processing techniques
that change the distribution of examples among classes by appropriate sampling.
Simple random over-sampling which replicates examples from the minority class,
or random under-sampling which randomly eliminates examples from the ma-
jority classes until a required degree of balance between classes is reached are
not the best solutions. Focused methods like SMOTE, one-side-sampling, NCR
or selective filtering attempt on taking into account internal characteristics of
regions around examples from the minority class. Thus, they modify only these
examples from majority classes which most likely lead to misclassifying their mi-
nority class neighbors and in a more sophisticated way over-sample or introduce
synthetic examples in local sub-regions of the minority class. These methods or
their combinations, were experimentally shown to be quite good [2, 41, 20, 40].

Other approaches proposed in the literature modify either induction or classi-
fication strategy, assign weights to examples, and use boosting or other combined
classifiers. Some researchers transform the problem of learning from imbalanced
data to the problem of cost learning (although it is not the same and misclassifi-
cation costs are unequal and unknown) and use techniques from the ROC curve
analysis.

Considering the approach we propose later in this paper, the most related
research is Grzymala’s work [12] on increasing sensitivity of LEM2 rule classifiers
by changing LERS classification strategy - as described in subsection 2.5. Nec-
essary changes of the strategy are somehow limited to formulas for calculating
support for a given class that are presented in Section 2.5. The main idea of the
Grzymala’s approach is to multiply the support of all minority class rules by the
same real number, called a support multiplier, while not changing the support
of rules from the majority classes. This support multiplier is a positive number
greater or equal to 1. So. for the majority classes it should be equal to 1 while for
the minority class it should be greater than 1.0. As a result, during classification
of a new coming object, such minority class rules have an increased chance to
predict the final classification for the new object.

Another problem is selecting a proper value for the support multiplier. In
general, the sensitivity of a classifier increases with the increase of support mul-
tiplier. However at the same time, specificity decreases, thus it is important to
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identify a proper value of this parameter leading to a kind of trade off between.
In [12] Grzymala proposed to maximize a measure called gain = sensitivity +
specificity - 1. Following it, a value of support multiplier was established exper-
imentally in a loop, where in each iteration the support multiplier was stepwise
increased, the classifier was evaluated on extra validation examples, and the
loop stopped as soon as a value of the gain measure had decreased. The value of
support multiplier resulting in the best gain was used in the final classifier. Ex-
perimental results confirmed that this approach outperformed the use standard
LEM2 classifier for many imbalanced medical data sets [12, 13].

Few other researchers tried to develop less greedy search strategy while look-
ing for rules (an example is a version of the Brute algorithm described in [31]
or a specific genetic algorithm [42]) or to change the inductive bias of the algo-
rithm, e.g. Holte at al. modified the rule induction algorithm CN2 to improve
its performance for small disjuncts referring to rare examples from the minority
class. Moreover, Weiss describes hybrid and two-phase rule induction [42], where
one part focuses on optimizing sensitivity while the other corresponds to opti-
mizing specificity. Other approaches may use knowledge about prior distribution
of probabilities or transforming the task to cost sensitivity learning [42].

5 A Method for Extending A Set of Rules for the
Minority Class

In this section we briefly describe our classifier-specific approaches to handle im-
balanced data – that together with Grzymala’s proposal modifying rule support
for the minority class we evaluate experimentally in Section 6. Let us remark
that both approaches assume an initial classifier uses a minimal set of rules. In
general it could be induced by any good sequential covering algorithm but in
this paper we have chosen the LEM2 algorithm [11] and a classification strategy
described in Section 2.5.

Both approaches are inspired by the observation that in a minimal set of
rules the average support of rules pointing at the majority classes is greater
than the average support of rules for the minority class, so when classifying a
new example the minority class may be easily outvoted. Such situation results
in deteriorated sensitivity of a classifier.

New approach, called Replacing Rules for the Minority Class, has been sketched
the first time in [38]. Generally speaking, unlike the first approach which ad-
dresses this issue by artificially increasing the support of rules for the minority
it improves sensitivity for the minority class by replacing the minimal set of rules
for this class by a non-minimal set of stronger rules generated by the EXPLORE
algorithm. Since these rules have better (greater) support than the original ones,
unlike in the previous approach there is no need for any modification of the clas-
sification strategy.

When inducing rules with EXPLORE, the stopping condition SC specifies
the minimum required coverage or the support for constructed rules (rules with
support / coverage below a given threshold are discarded). Setting the right value
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Fig. 3. Replacing rules for the minority class

Procedure Replace rules (input Kmin: the minority class;
R : initial minimal set of rules;
L : learning examples; T : validation examples;

output Rfinal: resulting set of rules);
begin

min sup ← minimum coverage in R for Kmin

max sup ← maximum coverage in R for Kmin

Rmaj ← rules from R pointing at the majority classes

Rmin sup
min ← use EXPLORE to induce rules from L for Kmin

with minimum required coverage set to min sup
for sup = min sup to max sup do
begin

Rsup
min ← select these rules from Rmin sup

min for which coverage ≥ sup
Rsup ←Rsup

min ∪Rmaj

gain ← evaluate Rsup on T
memorize gain and Rsup

end

Rfinal ← Rsup corresponding to the best observed gain
end

of this threshold is a crucial point. If the threshold is very low, EXPLORE may
generate a very large set of rules for the minority class, that easily outvote rules
for the majority classes what leads to high sensitivity at a cost of low specificity.
On the other hand, if the threshold is very high, EXPLORE generates a very
small set of very strong rules. Such rules well describe most common learning
examples, however, fail to capture less frequent ones, thus many new examples
are classified using partially matched rules. Then, the rules for the majority
classes by the virtue of their number have better chance to win in the voting,
what results in higher specificity and lower sensitivity.

We establish the range for the coverage threshold by checking the minimum
and maximum coverage of the initial minimal set of rules for the minority class.
The maximum coverage of rules generated by LEM2 and EXPLORE should be
the same, thus, there is no sense in examining larger values (EXPLORE would
generate no rules in such case). Moreover, the minimum coverage indicates the
prevalence of the least frequent pattern in learning data, so it is not necessary
to check lower thresholds. We iteratively examine possible coverage thresholds
within the identified range (have a kind of step value). In each iteration of the
loop we use EXPLORE to generate rule for the minority class with the required
coverage set to the current threshold. Then, we combine these rules with the
minimal rules for the majority classes and evaluate the resulting classifier on
extra validation examples with the gain measure, as in the Grzymala’s approach
(at least to be consistent for comparative experiments). Finally, we select the set
of rules that resulted in the highest gain to be embedded in the final classifier. In
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order to avoid repeating induction for various coverage thresholds, it is sufficient
to create a set of rules for the minimal threshold and filter it appropriately
in subsequent iterations of the loop. Figure 3 illustrates a basic version of our
approach.

6 Experimental Evaluation

To evaluate the usefulness of our approach we experimentally compared it to a
baseline classifier using minimal set of rules generated by LEM2 [10]. Moreover,
we considered a variant of such LEM2 classifier with a modified classification
strategy expanded with a support multiplier (such modification is particularly
suited to deal with imbalanced data – see its description in Section 4).

We decided to examine the three measures: sensitivity, specificity and G-mean
because they are more intuitive than AUC measure and they correspond to the
fully determined algorithms (which is a case of our rule classifiers). Additionally,
we report the total classification accuracy. Values of all these measures are pre-
sented as percentage. They are estimated as means in the k-fold cross validation.
Moreover, to minimize the influence of splitting a data set on the classification
results obtained for all approaches, the division into folds was performed only
once and the same subsets of objects were used in experiments 6.

Table 2. Characteristics of data sets used for experiments (N – number of examples,
NPos – number of examples in the minority class, NOth – number of examples in the
minority class, RPos = NPos/N – ratio of examples in the minority class)

Data set N NPos NOth RPos

Abdominal Pain 723 202 521 27.9%
Breast Slovenia 294 89 205 30.3%
Breast Wisconsin 625 112 513 17.9%
Bupa 345 145 200 42.0%
German 666 209 457 31.4%
Hepatitis 155 32 123 20.6%
Pima 768 268 500 34.9%
Scrotal Pain 201 59 142 29.4%
Urology 498 155 343 31.1%

Experiments were carried out on 9 imbalanced data sets, which are coming
from UCI repository except two data sets abdominal pain and scrotal pain -
these are coming from our practical case studies. Let us notice that nearly all
data sets, except german credit, are from a medical domain. Data sets, which
originally included more than two classes, were transformed to binary ones, by

6 In our previous joint research with J.Grzymala-Busse [13] - we have already carried
our some experiments. So, some of values for LEM2 are coming from [13]



20 Stefanowski J., Wilk Sz.

collapsing all majority classes into one. Moreover, some of the original data
sets contained numerical attributes, which was a disadvantage for LEM2, thus,
these attributes were discretized by a Grzymala’s method based on clustering
with merging intervals [5]. Table 2 lists the data sets along with their basic
characteristics.

Table 3. Results for the original LEM2 algorithm

Data set Sensitivity Specificity G-mean Overall number
accuracy of rules

Abdominal Pain 58.42 92.90 73.67 83.26 20.0
Breast Slovenia 36.47 88.56 56.83 73.08 20.5
Breast Wisconsin 31.25 92.59 53.79 81.60 29.5
Bupa 32.41 74.00 48.97 56.52 42.0
German 30.14 84.68 50.51 67.57 42.5
Hepatitis 43.75 95.12 64.51 84.52 6.5
Pima 39.18 82.60 56.89 67.45 66.0
Scrotal Pain 54.24 83.10 67.14 74.63 12.0
Urology 12.18 82.27 31.65 60.40 28.0

Table 4. Best results of increasing rule support by multipliers

Data set Multiplier Sensitivity Specificity G Mean Accuracy

Abdominal Pain 5 80.69 84.84 82.74 83.68
Breast Slovenia 1 36.47 88.56 56.83 73,08
Breast Wisconsin 5 57.14 86.74 70.41 81.44
Bupa 3 55.86 58.50 57.17 57.39
German 4 57.89 64.11 60.92 62.16
Hepatitis 18 84.38 77.24 80.73 78.71
Pima 3.5 59.33 76.40 67.32 70.44
Scrotal Pain 3 67.80 80.99 74.10 77.11
Urology 14 51.92 49.42 50.65 50.52

Results for all compared approaches are presented in Tables 3 - 5. The ap-
proach to extend the classification strategy with a support multiplier is consistent
with the Grzymala’s proposal [12] of optimizing the gain measure (see also its
description in section 4) – the best values of the multiplier are listed in 3. For
our approach we additionally present values of the rule support threshold for
the minority class and the number of replaced rules. We compare results of both
these approaches suited to imbalanced data to the standard rule-based classifier
using the Wilcoxon Signed Ranks test (with α = 0.05). Considering sensitivity
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Table 5. Results for the replacing rule approach

Data set Support Sensitivity Specificity G-mean Overall number
threshold accuracy of rules

Abdominal Pain 8.0 83.14 83.68 83.41 83.54 88.0
Breast Slovenia 3.0 47.09 84.11 62.93 73.08 37.0
Breast Wisconsin 2.0 63.85 81.60 72.18 78.57 158.5
Bupa 2.0 42.75 63.00 51.90 54.50 61.5
German 5.0 62.71 72.65 67.50 69.50 73.5
Hepatitis 4.0 75.30 81.56 78.37 80.02 76.5
Pima 2.0 68.78 67.89 68.33 68.10 341.5
Scrotal Pain 4.0 68.87 87.24 77.51 81.56 12.5
Urology 4.0 71.73 43.20 55.67 51.61 691.5

and G-mean both approaches outperformed it, and the difference was signifi-
cant for sensitivity, what emphasizes superiority of our approach. Moreover our
approach significantly outperforms the multiplier approach with respect to G-
mean. On the other hand, we should be aware of the fact that number of rules
for the minority class was also significantly increased. According to discussion
from [13] it may be possible to block increasing the number of replaced rules -
to be more similar to the number in the original minimal set. It concerns the
following data sets: Abdominal pain, hepatitis, pima and urology.

7 Conclusions

Our study focuses on using rule induction algorithms on imbalanced data to
create improved rule-based classifiers. Following a comprehensive discussion of
the most common rule induction algorithms and classification strategies we have
showed they are too much biased toward the majority classes – both during
learning and classification phases. This is attributed mainly to a greedy search
strategy of the sequential covering employed by many rule induction algorithms.
However, this bias can be avoided either by changing the classification strategy
or by using less greedy search for rules for the minority class.

The main research contribution of our study involves introducing a new ap-
proach to constructing rules for a rule-based classifier, where minimal sets of
rules are induced for the majority classes , while for the minority class we create
a non-minimal set of rules (more numerous, and characterized by higher aver-
age support) that improves a chance of a classification strategy to indicate the
minority class. We have proposed to use the EXPLORE algorithm to generate
rules for this class. As opposed to algorithms based on sequential covering, EX-
PLORE performs less greedy search and induces all rules that satisfy specific
requirements (i.e., coverage greater than a given threshold).

In a series of experiments we have compared our approach to a baseline clas-
sifier with minimal rules and a basic classification strategy, and a classifier with a
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classification strategy expanded with a strength multiplier. Experimental results
have showed that both our approach and the approach with a support multiplier
have increased sensitivity in comparison to the baseline classifier. However, let us
notice that the multiplier approach is similar to over-sampling of learning data
and in some cases it may lead to quite extensive changes in the balance between
classes. On the other hand, our approach does not modify learning data, rules
discovered by EXPLORE correspond to really existing patterns and they are
potentially still comprehensible for human experts.

Further directions for our research could include expanding our approach by
post-pruning rules for the majority classes and manipulating learning examples
in an “intelligent” way. The latter is a subject of our current work and we have
already introduced a new approach to selective pre-processing of imbalanced
data that aims at improving sensitivity of an induced classifier, while keeping
overall accuracy at an acceptable level [40]. Briefly speaking, it combines selective
filtering of the majority classes with limited over-sampling of the minority class.
Unfortunately, more elaborated presentation is beyond the scope and limit of
this paper.
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