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Abstract: The acquisition of biological data, ranging from molecular characterization and simulations 
(e.g. protein folding dynamics), to systems biology endeavors (e.g. whole organ simulations) all the 
way up to ecological observations (e.g. as to ascertain climate change’s impact on the biota) is 
growing at unprecedented speed. The use of computational and networking resources is thus 
unavoidable. As the datasets become bigger and the acquisition technology more refined, the biologist 
is empowered to ask deeper and more complex questions. These, in turn, drive a runoff effect where 
large research consortia emerge that span beyond organizations and national boundaries. Thus the 
need for reliable, robust, certified, curated, accessible, secure and timely data processing and 
management becomes entrenched within, and crucial to, 21st century biology. Furthermore, the 
proliferation of biotechnologies and advances in biological sciences has produced a strong drive for 
new informatics solutions, both at the basic science and technological levels.  The previously unknown 
situation of dealing with, on the one hand, (potentially) exabytes of data, much of which is noisy, has 
large experimental errors or theoretical uncertainties associated with it, or on the other hand, large 
quantities of data that requires automated computationally intense analysis and processing, has 
produced important innovations in web and grid technology. In this paper we present a trace of these 
technological changes in Web and Grid technology, including details of emerging infrastructures, 
standards, languages and tools, as they apply to bioinformatics, computational biology and systems 
biology.  A major focus of this technological review is to collate up-to-date information regarding the 
design and implementation of various bioinformatics Webs, Grids, Web-based grids or Grid-based 
webs in terms of their infrastructure, standards, protocols, services, applications and other tools. This 
review, besides surveying the current state-of-the-art, will also provide a road map for future research 
and open questions. 

 
Key words: semantic web, web services, web agents, grid computing, middleware, in-silico experiments      
 
1. INTRODUCTION  

 
‘The impact of computing on biology can fairly 

be considered a paradigm change as biology enters 
the 21st century. In short, computing and information 
technology applied to biological problems is likely 
to play a role for 21st century biology that is in many 
ways analogous to the role that molecular biology 
has played across all fields of biological research 
for the last quarter century and computing and 
information technology will become embedded 
within biological research itself’ [1]. 

 
As a visualization of the above referred 

conclusion regarding the embedding of computing 
and information technology (IT) in biological 
research, one can look at the current state-of-the-art  
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web and grid technologies as applied to 
bioinformatics, computational biology and systems 
biology. The World Wide Web or simply the web 
has revolutionized the field of IT, and related 
disciplines, by providing information-sharing 
services on top of the internet. Similarly grid 
technology has revolutionized the field of computing 
by providing location-independent resource sharing-
services such as computational power, storage, 
databases, networks, instruments, software 
applications and other computer related hardware 
equipment. These information and resource-sharing 
capabilities of web and grid technologies could 
upgrade a single user computer into a global 
supercomputer with vast computational power and 
storage capacity. The so called upgraded web and 
grid-enabled global super computer would make 
itself a potential candidate to be used in resource-
hungry computing domains. For example, it could 
be used to efficiently solve complex calculations 
such as parameter sweep scenario with Monte Carlo 
simulation and modeling techniques, which would 
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normally require several days, months, years or even 
decades of execution time on a traditional single 
desktop processor.  

 
A quick look at the literature reveals that web 

and grid technologies are continuously being taken 
up by the biological community as an alternate to 
traditional monolithic high performance computing 
mainly because of the inherent nature of biological 
resources (distributed, heterogeneous and CPU 
intensive), smaller financial costs, better flexibility, 
scalability and efficiency offered by the web and 
grid-enabled environment. An important factor that 
provides the justification behind the ever growing 
use of web and grid technologies in life sciences is 
the continuous and rapid increase in biological data 
production. It is believed that ‘a typical gene 
laboratory can generate approximately 100 terabytes 
of information in a year’ [2], which is considered to 
be equivalent to about 1 million encyclopedias. The 
problem of managing these rapidly growing large 
datasets is further compounded with their 
heterogeneous and distributed nature i.e. they differ 
from each other in terms of storage and access 
technologies and are dispersed throughout the world. 
Currently, there are no uniform standards, or at least 
not yet been adopted properly by the biological 
community as a whole, to deal with the diverse 
nature, type, location and storage formats of this 
data. On the other hand, in order to obtain the most 
comprehensive and competitive results, in many 
situations, a biologist may need to access several 
different types of data which are publicly available 
in more than 700 [3] biomolecular databases. One 
way to handle this situation would be to convert the 
required databases into a single format and then 
store it on a single storage device with extremely 
large capacity. Considering the tremendous size and 
growth of data this solution seems to be infeasible, 
inefficient and very costly. The application of Web 
and Grid technology provides an opportunity to 
standardize the access to these data in an efficient, 
automatic and seamless way through the use of 
appropriate DataGrid middleware technologies. 
These technologies include grid middleware specific 
Data Management Services (DMS), distributed 
storage environments such as Open Source Grid 
Services Architecture-Data Access and Integration 
(OGSA-DAI) (http://www.ogsadia.org) with 
Distributed Query Processing (OGSA-DQP), 
Storage Resource Broker (SRB) [4] and IBM 
DiscoveryLink [5] middleware etc.  

 
Furthermore, it is also very common for a typical 

biological application that involves very complex 
analysis of large-scale datasets and other simulation 
related tasks to demand for high throughput 
computing power in addition to seamless access to 
very large biological datasets. The traditional 
approach towards this solution was to purchase 

extremely costly special-purpose super computers or 
dedicated clusters. This type of approach is both 
costly somewhat limited as it locks the type of 
computing resources. Another problem associated 
with this approach would be that of poor utilization 
of very costly resources, i.e. if a particular 
application finishes its execution then the resources 
could remain idle. Grid technology on the other 
hand provides more dynamic, scalable and 
economical way of achieving as much computing 
power as needed through computational grid 
infrastructures connected to a scientist’s desktop 
machine. There are many institutional, 
organizational, national and international 
Data/Computational/Service Grid testbeds and well 
established production grid environments which 
provide these facilities free of charge to their 
respective scientific communities. Some of these 
projects include Biomedical Research Informatics 
Delivered by Grid Enabled Services(BRIDGES) 
(http://www.brc.dcs.gla.ac.uk/projects/), Enabling 
Grids for E-scienceE project (EGEE) ( 
http://public.eu-egee.org), Biomedical Informatics 
Research Network project (BIRN)  
(http://www.nbirn.net), National Grid Service UK 
(http://www.ngs.ac.uk), OpenBioGrid Japan [6], 
SwissBioGrid [7], Asia Pacific BioGrid 
(http://www.apgrid.org), North Carolina BioGrid 
(http://www.ncbiotech.org), KidneyGrid [8], Virtual 
Laboratory for drug design on World Wide Grid [9] 
etc. All these projects consist of an internet based 
interconnection of a large number of pre-existing 
individual computers or dedicated clusters located at 
various distributed institutional and organizational 
sites that are part of the consortium.  

 
Some other large scale bioinformatics grid 

projects have provided a platform where a biologist 
can design and run complex in-silico experiments by 
combing several distributed and heterogeneous 
resources that are wrapped as web-services. 
Examples of these are myGrid [10, 11], BioMOBY 
[12-14], Seqhound (http://www.blueprint.org 
/seqhound) and Biomart (http://www.biomart.org) 
etc., which allow for the automatic discovery and 
invocation of many bioinformatics applications, 
tools and databases such as EMBOSS [15] suite of 
bioinformatics applications and some other publicly 
available services from the National Center for 
Biomedical Informatics (NCBI) (http://www.ncbi. 
nlm.nih.gov) and European Bioinformatics Institute 
(EBI) (http://www.ebi. ac.uk). These projects also 
provide some special toolkits with necessary 
application programming interfaces (APIs), which 
could be used to transform any legacy 
bioinformatics application into a web-service that 
can be deployed on their platforms. The availability 
of these BioGrid projects brought into sharp focus 
the need for better user interfaces as to provide the 
biologist with easier access to these web/grid 
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resources. This has led to the development of 
various web based interfaces, portals, workflow 
management systems, problem solving 
environments, frameworks, application 
programming environments, middleware toolkits, 
data and resource management approaches along 
with various ways of controlling grid access and 
security. This review attempts to provide an up-to-
date coherent and curated overview of the most 
recent advances in these technologies as applied to 
life sciences. The review aims at providing a 
complementary source of additional information to 
some previous reviews in this field such as [16, 17].  

 
The organization of the paper is as follows: 

section 2 presents an overview of the state-of-the-art 
on web and grid technologies focusing on the 
direction of progress of each technology and how 
they are becoming part and parcel of life sciences. 
Fig. (2) provides a pictorial representation of this 
progress and some of its components are cross-
referenced (Ctrl+Click) with corresponding 
subsections that provide further details. Similarly, 
Fig. (4) provides an overview of the major grid 
technologies used at different levels of grid 
architecture. Main components of this figure are also 
cross-referenced to corresponding sub-sections for 
further details. Section 3 describes the architecture, 
implementation and services provided by a selection 
of ‘flagship’ projects. The idea is to present some 
success stories with brief architectural details that 
could provide the basic building blocks to a 
researcher interested in the further exploration and 
utilization of web and grid technologies in life 
sciences. Section 4 presents the analysis of the 
reviewed literature with a clear indication of certain 
key open problems with the existing technological 
approaches and provides a roadmap and open 
questions for the future. Finally, section 5 provides 
the concluding remarks.  
 
2. STATE-OF-THE-ART OVERVIEW  

 
Among the many advances that the 

computational sciences have provided to the life 
sciences, the proliferation of web and grid 
technologies is one of the most conspicuous. Driven 
by the demands of biological research these 
technologies have moved from their classical and 
somewhat static architectures to more dynamic and 
service-oriented ones. The direction of current 
development in these technologies is coalescing 
towards an integrated and unified Web-based grid 
service [18] or Grid-based web service environment 
(see Fig. (2)). Accompanying this rapid growth, a 
huge diversity of approaches to implementation and 
deployment routes have been investigated in relation 
to the use of various innovative web and grid 
technologies for the solution of problems related to 
life sciences. This section provides an overview of 

some of these works. The organization of this 
section follows a hierarchy as shown in Fig. (1).   

 
2.1. Application of Web Technologies in Life 

Sciences 
 

As can be observed from Fig. (2), currently there 
are three main thrusts in the development of web 
technologies: Semantic-web, Web-services and web-
agents. The continuous growth of these technologies 
takes on a converging path giving rise to agent based 
semantic web services and web portals. These are 
analyzed bellow: 
 
2.1.1.   Semantic Web Technology  
 

One of the most important limitations of the 
information shared through classical web technology 
is that it is only interpretable by human and hence it 
limits the automation required for more advanced 
and complex life science applications.  

 
The basic purpose of semantic web technology is 

to eliminate this limitation by enabling the machine 
(computer) to interpret/understand the meaning 
(semantics) of the information and hence allow 
artificial intelligence based applications to carry out 
decisions autonomously. It does so by adding some 
important features to the basic information-sharing 
service provided by the classical web technology. 
These features provide a common format for 
interchange of data through some standard 
languages and data models such as XML 
(eXtensible Markup Language), RDF (Resource 
Description Framework) along with several variants 
of schema and semantic based markup languages 
such as, Web Ontology Language (OWL) and 
Semantic Web Rules-Language (SWRL) etc. Each 
of these languages and models have its own 
advantages and limitations. For example, Wang et 
al. [21] argues that although initially XML was used 
as a data standard for platform independent 
exchange and sharing of data, because of its basic 
syntactic and document-centric nature, it was found 
limited, especially for the representation of rapidly 
increasing and diverse ‘omic’ data . Therefore, 
currently RDF along with some new variants of 
OWL such as OWL-Lite, OWL-DL and OWL-Full 
are being adopted as to implementation shown in 
Fig. (3). Various attempts towards the use of 
semantic web for life sciences have been reported in 
the literature mainly focusing on data/application 
integration, data provenance, knowledge discovery, 
machine learning and mining etc. For example, 
Sooho et al.[22] discusses the development of a 
semantic framework based on publicly available 
ontologies such as GlycO and ProPreO that could be 
used for modeling the structure and function of 
enzymes, glycans and pathways. 
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 Fig. (1). Hieratical Organization of the state-of-the-art overview 

 
This framework uses a sublanguage of OWL 

called OWL-DL [23] to integrate extremely large 
(~500MB) and structurally diverse collection of 
biomolecules. While integrating the biological 
databases, an important problem that affects the 
process of integration is that of varying degree of 
inconsistencies between the databases. Because of 
this, there have also been certain efforts for 
providing some external semantic-based tools for the 
measurement of the degree of inconsistencies 
between different databases. One such effort is 
discussed by Chen et al. [24]. It describes an 
ontology-based method to determine if two 
databases are compatible. The database 
compatibility determination is based on the results 
of semantically matching the reference attributes 
though a mathematical function. Several practical 
examples have been demonstrated with encouraging 
results. This measure can be used as criteria to 
decide whether a particular database can be 
integrated or not and hence making the process of 
integration more efficient and reliable.  

 
The autonomous and uniform integration, 

invocation and access to biological data and  
 

 
resources as provided by semantic web have also 
created an environment that supports the use of in-
silico experiments. Proper and effective use of In-
silico experiments requires the maintenance of user 
specific provenance data such as record of goals, 
hypothesis, materials, methods, results and 
conclusions of an experiment. For example, Zhao et 
al. [25] showcases the design of a RDF based 
provenance log for a typical in-silico experiment 
that performs DNA sequence analysis as a part of 
myGrid [10, 11] middleware services. The authors 
have reported the use of Life Science Identifiers 
(LSIDs) for achieving location independent access 
to distributed data and meta-data resources.  

 
Similarly, RDF and OWL have been used for 

associating uniform semantic information and 
relationships between resources, while Haystack 
[26], a semantic web browser, has been used for 
delivering the provenance-based web pages to the 
end-user. The use of RDF model as compared to 
XML provides more flexible and graph-based 
resource description with location independent 
resource identification through URIs (Universal 
Resource Identifier).  
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Fig. (2). Review of technological infrastructure for life sciences: Classical HTML based web started in 1991 and traditional 
Globus based grid was introduced by Ian Foster in 1997. With the introduction and development of semantic web, web-
services and web agents in and after 2001, the new web and grid technologies are being converged into a single uniform 
platform termed as ‘service-oriented autonomous semantic grid’ that could satisfy the needs of HT (high throughput) [19] 
experimentations in diverse fields of life sciences as depicted above.  
 

There are various other significant contributions 
that illustrate the use of semantic web technology for 
the proper integration and management of data in the 
context of bioinformatics, computational biology 
and systems biology.  For example, The Gene 
Ontology Consortium [27, 28], make use of 
semantic web technologies to provide a central gene 
ontology resource for unification of biological 
information. Ruttenberg et al. [29, 30] uses OWL-
DL to develop a data exchange format that facilitates 
integration of biological pathway knowledge. 
Similarly, Whetzel  et al. [31] and Navarange et al. 
[32] uses semantic web to provide a resource for the 
development of tools for microarray data acquisition 
and query according to the concepts specified in  

 
Minimum Information About a Microarray 
Experiment (MIAME) standard [33]. Further 
information about some other semantic web and 
ontology based applications and tools for life 
sciences is presented in Table 1.  
 
2.1.2. Web Service Technology 
 

Web-service technology further extends the 
capabilities of classical web and semantic web by 
allowing information and resources to be shared 
among machines even in a distributed heterogeneous 
environment (such as a grid environment). 
Therefore, applications developed as web services 
can easily interoperate with peer applications.  
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Fig.( 3) A Biologist view of classical (A) and semantic (B) web (Reproduced from [20]) 
 

 
Web services are defined through Web Service 

Description Language (WSDL) and deployed and 
discovered through Universal Description, 
Discovery and Integration (UDDI) protocol. They 
can exchange XML based messages through Simple 
Object Access Protocol (SOAP) over different 
computer platforms. Furthermore, with the 
introduction of Web Service Resource Framework 
(WSRF), now web services have become more 
capable of storing the state information during the 
execution of a particular transaction.   

 
These features of web-services have made them 

extremely important to be applied to life science 
domain. Today many life science applications are 
being developed as web services. For example, the 
National Center for Biotechnology Information 
(NCBI) provides a wide range of biological 
databases and analytical tools as web services such 
as all the Entrez e-utilities including EInfo, ESearch, 
EPost, ESummary, EFetch, ELink, MedLine, and 
PubMed. Similarly, the European Institute for 
Bioinformatics (EBI) provides many biological 
resources as web services such as SoapLab, 
WSDbfetch, WSfasta, WSBLast, WSInterProScan, 
EMBOSS amongst others. A comprehensive list of 
all publicly available and accessible biological web 
services developed by different organizations,  

 
 
institutions and groups can be found at myGrid 
website (http://taverna.sourceforge.net).   
 

All these web services can be used as part of 
complex application specific programs. IBM 
provides WebSphere Information Integrator (WS II) 
as an easy way for developers to integrate individual 
web-service components into large programs. As an 
example, North Carolina BioGrid [34] in 
collaboration with IBM uses web services to 
integrate several bioinformatics applications to high 
performance grid computing environment. This 
BioGrid also provides a tool (WSDL2Perl) to 
facilitate the wrapping of Perl based legacy 
bioinformatics applications as web services. Other 
open source projects that provide registry, discovery 
and use of web services for bioinformatics, 
computational biology and systems biology include 
BioMOBY [12-14], myGrid [10, 11], and caBIG 
(https://cabig.nci.nih.gov/) etc.  

 
The integration and interoperatibility of 

distributed and heterogeneous biological resources 
through web services has opened an important niche 
for data mining and knowledge discovery. For 
example, Hahn U et al. [35] introduces web based 
reusable text mining middleware services.  

A B 
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Table 1: Semantic-web and ontology based resources for life science 
 

Semantic web based 
application/tool 

Full Name and source   Usage    

BioPAX  [43, 44] 
Biological Pathway Exchange 

http://www.biopax.org/ 
Data exchange format for biological 

pathway data  

MGED [45, 46] 
Microarray for Gene Expression Data 

http://www.mged.org/ 
Data standard for Systems Biology  

TAMBIS [47] 
Transparent Access to Multiple Bioinformatics 

Information Sources 
http://img.cs.man.ac.uk/tambis 

Biological Data Integration  

caCORE SDK [48] 
Software Development Kit for cancer informatics 
http://ncicb.nci.nih.gov/infrastructure/cacoresdk 

Semantically integrated 
bioinformatics software system  

AutoMed Toolkit [49] 
AutoMatic Generation of Mediator Tools for 

Heterogeneous Data Integration 
http://www.doc.ic.ac.uk/automed/ 

Tools for assisting transformation 
and integration of distributed data  

Gaggle [50] 
Gaggle        

http://gaggle.systemsbiology.org/docs/ 
An integrated environment  for 

systems biology  

EcoCyc [51] 
Encyclopedia of Escherichia coli K-12 Genes and 

Metabolism                                   
http://ecocyc.org/ 

Molecular catalog of the E. coli cell 

SBML [52] 
Systems Biology Markup Language 

http://sbml.org/index.psp 
Computer-readable models of 

biochemical reaction networks. 

CellML [53] 
Cell Markup Language       
http://www.cellml.org/ 

Storage and exchange of computer-
based mathematical models for 

biomolecular simulations  

OBO [54] 
Open Biomedical Ontology 
http://obo.sourceforge.net/ 

Open source controlled-vocabularies 
for different biomedical domains  

GO  [28] 
Gene Ontology        

http://www.geneontology.org/ 
Controlled-vocabulary for genes 

GMOD [55] 
Generic Model Organism Database 

http://www.gmod.org/home 
An integrated organism database 

PSI-MI [56] 
Proteomics Standards Initiative: Molecular 

Interactions                
http://psidev.sourceforge.net/ 

Data standard for proteomics  
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These services could be used for medical 
knowledge discovery. The middleware provides a 
Java based API for clients to call searching and 
mining services. Similarly, Hong  et al. [36] uses 
web services for the implementation of a microarray 
data mining system for drug discovery.  
 

Due to the success of web services to provide 
flexible, evolvable and scalable architectures with 
interoperability, between heterogeneous applications 
and platforms, the grid middleware is also being 
transformed from its pre-Web Service versions to 
the new ones based on Web Services. There are 
several initiatives in this direction such as Globus 
[37], an open source grid middleware, has adopted 
web service architecture in its current version of 
Globus Toolkit 4, the EGEE project is also moving 
from its pre-web service middleware LCG2 [38]  to 
a new web service based middleware gLite [39], and 
similarly ICENI [40] and myGrid which are also 
adopting the web services through the use of Jini, 
OGSI, JXTA and other technologies [41, 42].  
 
2.1.3. Agent-based Semantic Web-services 
 

Agents are described as software components 
that exhibit autonomous behavior and are able to 
communicate with their peers in a semantically 
defined high-level language such as FIPA-ACL 
(Foundation of Intelligent Physical Agents- Agents 
Communication Language). Since the main focus of 
agent technology is to enable the software 
components to perform certain tasks on behalf of the 
user, this somewhat relates and supports the goals of 
web-services technology and hence the two 
technologies have started converging towards the 
development of more autonomous web-services that 
exhibits the behavior of both web-services as well as 
agents.  
 

There have been many attempts regarding the 
use of agents in bioinformatics, computational 
biology and systems biology. Merelli et al. [57], 
reports the use of agents for the automation of 
bioinformatics tasks and processes, Phylogenetic 
analysis of diseases, protein secondary structure 
prediction, stem cell analysis, and simulation among 
others. In their paper, the authors also highlight key 
open challenges in agents research: analysis of 
mutant proteins, laboratory information management 
system (LIMS), cellular process modeling, formal 
and semi-formal methods in bioinformatics. 
Similarly the use of mobile agents for the 
development of a decentralized, self-organizing 
peer-to-peer grid computing architecture for 
computational biology has been demonstrated in 
[66] and is further discussed in section 3.   
 

Another important use of agents in combination 
with semantic web and web services lies in the 

provision of service-oriented semantic grid 
middleware.  For example, Luc et al. [58], suggests 
the use of agents in myGrid [10, 11] middleware in 
order to best fit the ever-dynamic and open nature of 
biological resources. In particular they propose the 
use of agents for ‘personalization, negotiation and 
communication’. The personalization agent can act 
on behalf of the user to automatically provide certain 
preferences such as the selection of preferred 
resources for a workflow based in-silico experiment 
and other user related information. The user-agent 
can store these preferences and other user related 
information from previously conducted user 
activities and thus freeing the user from tedious 
repetitive interactions. The user-agent could also 
provide a point of contact for notification and other 
services requiring user interaction during the 
execution of a particular experiment. Other 
experiences related to the use of agents for 
biological data management and annotations have 
been discussed in [59, 60].  
 
2.2. Application of Grid Technologies in Life 

Sciences 
 

Since its inception, the main focus of grid 
technology has been to provide platform 
independent global and dynamic resource-sharing 
service in addition to co-ordination, manageability, 
and high performance. In order to best satisfy these 
goals, its basic architecture has undergone 
substantial changes to accommodate other emergent 
technologies. As shown in Fig. (2), the grid has 
moved from its initial static and pre-web service 
architecture to a more dynamic Web Service 
Resource Framework (WSRF) based Open Grid 
Service Architecture (OGSA) [61]. This architecture 
combines existing grid standards with emerging 
Service Oriented Architectures (SOAs) and web 
technologies in order to provide an innovative grid 
architecture known as service-oriented semantic 
grid. The main characteristics of this service-
oriented semantic grid would be to maintain 
intelligent agents that could act as software services 
(grid services) capable of performing well-defined 
operations and communicating with peer services 
through uniform standard protocols. This paradigm 
shift in the grid’s architecture is deemed to have a 
significant impact on the usability of bioinformatics, 
computational biology and systems biology. This 
impact is evident from the very large number of 
literary contributions that report the experiences of 
using grid technologies for these domains. We have 
tried to summarize the findings of some of these 
contributions under the relevant categories of a 
typical BioGrid infrastructure. Some important 
components of a typical BioGird infrastructure are 
shown in Fig. (4). Following ten subsections present 
the detailed description of these components with 
related examples.   
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Fig. (4). Major components of a generic BioGrid infrastructure: application layer services help the user to design, execute, 
monitor and visualize the output of grid-enabled applications; middleware services provide access and management services 
for the use of physical layer resources; each site at physical layer has usually a pool of compute elements managed by some 
local resource manager system (LRMS) such as Sun Grid Engine (SGE), Portable Batch System (PBS), Load Sharing Facility 
(LSF), and Condor etc. (see subsections 2.2.1 to 2.2.10 for further details).  

 
2.2.1. Grid-enabled Applications and Tools  

 
The actual process of developing (writing the 

code), deploying (registering, linking and 
compiling), testing (checking the results and 
performing debugging if necessary) and executing 
(scheduling, coordinating and controlling) an 
application in a grid-based environment is far from 
trivial. Mainly, the difficulties faced by developers 
arise because of incapability of traditional software 
development tools and techniques to support the 
development of some sort of virtual application or 
workflows, whose components can run on multiple 
machines within heterogeneous and distributed 
environment like grid [62]. Despite of these 
difficulties there are several grid-enabled 
applications for life sciences [17], mostly developed 
by using either standard languages such as Java 
along with message passing interfaces (e.g. 

MPICH/G) or web services. For example, Jacq et. 
al. [63] reports the deployment of various 
bioinformatics applications on the European Data 
Grid (EDG) testbed project. One of the deployed 
applications was PhyloJava, a GUI based 
application that calculates the polygenetic trees of a 
given genomic sequence using fastDNAml [64] 
algorithm. This algorithm uses bootstrapping, which 
is a reliable albeit computationally intensive 
technique that calculates the consensus from a large 
number of repeated individual tree calculations 
(about 500-1000 repeats). The gridification of this 
application was carried out at a granularity of 50 for 
a total of 1000 independent sequence comparison 
jobs (20 independent packets of 50 jobs each) and 
then merging the individual job results to get the 
final bootstrapped tree. The selection of the 
appropriate value of granularity depends upon the 
proper consideration of the overall performance 
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because highly parallelized jobs can be hampered by 
resource brokering and scheduling times whereas 
poorly parallelized jobs would not give significant 
CPU time gain [63]. The execution of this gridified 
application on the EDG testbed required the 
installation of a Globus [37] based EDG user 
interface on a Linux RedHat Machine, the use of Job 
Description Language (JDL) and the actual 
submission of the parallel jobs through Java Jobs 
Submission Interface (JJSI). It is reported that the 
gridified execution of this application provided 14 
times speedup compared against a non-grid based 
standalone execution. The deviation in gain from 
ideal (speed up of 20) is considered to be the effect 
of network and communication overhead (latencies). 
Similarly, the gridification of other applications such 
as a grid-enabled bioinformatics portal for protein 
sequence analysis, grid-enabled method for securely 
finding unique sequences for PCR primers, and grid-
enabled BLAST for orthology rules determination 
has also been discussed in [63] with successful and 
encouraging results. A brief description of some 
other grid-enabled applications is presented in Table 
2. Still there might be many other legacy 
applications that could take advantage of grid based 
resources; however, the migration of these 
applications to grid environment requires more 
sophisticated tools than what is currently available 
[65]. 
 
2.2.2. Grid-based BioPortals 
 

As mentioned above, the actual process of 
developing and deploying an individual application 
on grid requires significant level of expertise and 
considerable period of time. This issue hinders the 
usage of available grid infrastructures. Therefore, in 
order to enhance the use of different grid 
infrastructures, some individuals, groups, institution 
and organizations have started to provide the most 
frequently used and standard domain specific 
resources as grid-enabled services which can be 
accessed by any or authenticated researcher through 
a common browser based single-point-of-access, 
without the need of installing any additional 
software. In this context a grid portal is considered 
to be an extended web-based application server with 
the necessary software capabilities to communicate 
with the backend grid resources and services [66]. 
This type of environment provides full level of 
abstraction and makes it easy to exploit the potential 
of grid seamlessly.  

 
Grid-based portals are normally developed using 

some publicly available grid portal construction 
toolkits such as GridPort Toolkit [67, 68], NinF 
Portal Toolkit [66], GridSphere (http://www. 
gridsphere.org), IBM WebSphere (http://www-
306.ibm.com/software/websphere) etc. Most of 
these toolkits follow the Java portlet specification 

(JSR 168) standard and thus make it easy for the 
developer to design the portal front-end and connect 
it to the backend resources through middleware 
services. For example, GridSphere [66], enables the 
developer to specify the requirements of the portal 
front-end (e.g. authentication, user interaction fields, 
job management, resources etc) in terms of a XML 
based file which automatically generates a JSP file 
(through Java bases XML parser), that provides an 
HTML based web page for front-end. Similarly, it 
provides some general-purpose Java Servlets that 
can communicate to grid-enabled backend 
applications and resources though Globus based 
GridRPC mechanism. The toolkit also helps the 
developer for the gridification of applications and 
resources needed at the backend. It is because of this 
level of ease for the creation of grid-based portals 
that in [69] it is claimed that ‘portal technology has 
become critical for future implementation of the 
bioinformatics grids’.  

 
Another example is that of BRIDGES 

(http://www.brc.dcs.gla.ac.uk/projects/bridges) 
project which provides portal-based access to many 
biological resources (federated databases, analytical 
and visualization tools etc) distributed across all the 
major UK centers with appropriate level of 
authorization, convenience and privacy. It uses IBM 
WebSphere based portal technology, because of its 
‘versatility and robustness’. The portal provides a 
separate workspace for each user that can be 
configured by the user as per requirements, and the 
configuration settings are stored using session 
management techniques. This type of environment 
can help in many important fields of life sciences 
such as the field of exploratory genetics that leads 
towards the understanding of complex disease 
phenotypes such as heart disease, addiction and 
cancer on the basis of analysis of data from multiple 
sources (e.g. model organism, clinical drug trials and 
research studies etc). Similarly [70], presents 
another instance of system that is easy to use, 
scalable and extensible, providing among others, 
secure, and authenticated access to standard 
bioinformatics databases and analysis tools such as 
nucleotide and protein databases, BLAST [71], 
CLUSTAL [72] etc. A common portal engine was 
developed with the reusable components and 
services from Open Grid Computing Environment 
Toolkit (OGCE) [73] that combine the components 
of different individual grid portal toolkits. This 
common portal engine was integrated with a 
biological application frame work by using PISE 
[74] (web interface generator for molecular biology). 
The portal provides access to around 200 
applications related to molecular biology and also 
provides the way to add any other application 
through the description of a simple XML based file.  
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Table 2. Examples of some Grid-enabled applications related to life sciences with the effect of gridificatiton 
 

Grid-enabled application 

Target/Developer 

Main Grid technologies  Effect of gridification  

GADU/GNARE [75] 

Target: Genome Analysis and 
Database Update 

Argonne’s bioinformatics 
group+Globus Alliance group 
http://compbio.mcs.anl.gov 

♦ Globus Toolkit and Condor/G for 
distributing DAG based workflows  

♦ GriPhyN Virtual Data System for 
workflow management.  

♦ User interface to standard databases 
(NCBI, JGI etc.) and analysis tools 
(BLAST, PFAM etc.) 

♦ Analysis of 2314886 sequences on a single 
2GHz  CPU can take 1061 days 

♦ A grid with an average of 200 nodes took 
only 8 days and 16 hours for the above 
task.  

MCell [76] 

Target: Computational biology 
simulation framework based on 

Monte Carlo algorithm 

Pittsburgh Supercomputer Center 
+ Salk Institute for Biological 

Studies 
http://www.mcell.cnl.salk.edu/ 

♦ Globus GRAM, SSH, NetSolve, PBS for 
remote job starting/monitoring 

♦ GrdiFTP and scp for moving application 
data to grid 

♦ Java based GUI, Relational Database 
(Oracle), Adoptive scheduling 

♦ A typical r_disk MCell simulation on a 
single 1.5 GHz CPU can take 329 days 

♦ A grid with an average of 113 dual CPU 
nodes took only 6 days and 6 hours for the 
above task.  

Grid Cellware [77] 

Target: Modeling and Simulation 
for systems biology Bioinformatics 

Institute Singapore  
http://www.cellware.org 

♦ Globus, Apache Axis, GridX-Meta 
Scheduler  

♦ GUI based jobs creation editor   

♦ Jobs mapped and submitted as web 
services    

♦ Different stochastic (Gillespie, Gibson 
etc.), deterministic (Euler Forward, 
Runge–Kutta) and MPI based swarm 
algorithms have been successfully 
implemented in a way to distribute their 
execution on grid nodes.  

 
2.2.3. BioGrid Application Development 

Toolkits 
 

Although some general purpose grid toolkits 
such as Globus, COSM (http://www.mithral.com/ 
projects/cosm) and GridLab (http://www.gridlab. 
org), provide certain tools (APIs and run time 
environments) for the development of grid-enabled 
applications, they are primarily aimed at the 
provision of low level core services needed for the 
implementation of a grid infrastructure. Therefore, it 
seems to be difficult and time consuming for an 
ordinary programmer to go through the actual 
process of developing and testing a grid enabled 
application using these toolkits; instead there are 
some simulation based environments such as 
EDGSim (http://www.hep.ucl.ac.uk/~pac/EDGSim), 
extensible grid simulation environment [78] 
,GridSim [79] and GridNet [80], that could be used 
at initial design and verification stage.  
 

As different application domains require certain 
specific set of tools that could make the actual 
process of grid-enabled application development 

life-cycle (development, deployment, testing and 
execution) to be more convenient and efficient. One 
such proposal for the development of a ‘Grid Life 
sciences Application Developer (GLAD)’ was 
presented in [81]. This publicly available toolkit 
works on top of the ALiCE (Adaptive scaLable 
Internet-based Computing Engine), a light weight 
grid middleware, and provides a Java based grid 
application programming environment for life 
sciences. It provides a list of commonly used 
bioinformatics algorithms and programs as reusable 
library components along with other software 
components needed for interacting (fetching, parsing 
etc) with remote distributed and heterogeneous 
biological databases. The toolkit also assists in the 
implementation of task level parallelism (by 
providing effective parallel execution control 
system) for algorithms and applications ranging 
from those having regular computational structures 
(such as database searching applications) or irregular 
patterns (such as phylogenetic tree) [82]. Certain 
limitations of GLAD include the non-conformance 
of AliCE with OGSA standard and the use of socket 
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based data communication which might not be good 
for performance critical applications.  
 

Another grid application development toolkit for 
bioinformatics that provides high level user interface 
with a problem solving environment related to 
biomedical data analysis has been presented in [83]. 
The toolkit provides a Java based GUI that enables 
the user to design a Direct Acyclic Graph (DAG) 
based workflow selecting a variety of bioinformatics 
tools and data (wrapped as java based JAX-RPC 
web services). The toolkit also enables the user to 
assign appropriate dependencies and relationships 
among the components of the workflow. Once the 
workflow is submitted on the grid, the scheduler 
would use the information from dependencies and 
relationships to determine the order of execution of 
individual components. 
 
2.2.4. Grid-based Problem Solving 

Environments  
 

The Grid-based Problem Solving Environment 
(PSE) is another way of providing a higher level of 
interface such as graphical user interface or web 
interface to an ordinary user so that he/she could 
design, deploy and execute any grid-enabled 
application related to a particular class of specific 
domain and visualize the results without knowing 
the underlying architectural and functional details of 
the backend resources and services. In fact grid-
based PSE brings the grid application programming 
at the level of drawing, that is, instead of writing the 
code and worrying about the compiling and 
execution, the user can just use appropriate GUI 
components provided by the PSE to compose, 
compile and run the application in a grid 
environment. PSEs are developed using high level 
languages such as Java and are targeted to 
transforms the user designed/modeled application 
into an appropriate script (distributed application or 
web service) that could be submitted to a grid 
resource allocation and management service for 
execution and on completion of the execution the 
results are displayed through appropriate 
visualization mechanism.  
 

There are several different grid-based PSEs 
available for bioinformatics applications e.g. [84] 
describes the design and architecture of a PSE 
(Proteus) that provides an integrated environment 
for a biomedical researchers to search, build and 
deploy distributed bioinformatics applications on 
computational grids. The PSE uses semantic based 
ontology (developed in DAMIL+OIL language 
(http://www.daml.org)) to associate the essential 
meta-data such as goals and requirements to three 
main classes of bioinformatics resources such as 
data sources (e.g SwissProt and PDB database), 
software components (e.g BLAST, SRS, Entrez and 

EMBOSS an open source suite of bioinformatics 
applications for sequence analysis) and 
tasks/processes (e.g. sequence alignment, secondary 
structure prediction and similarity comparison) and 
stores this information in a meta-data repository. 
The data sources are specified on the basis of kind of 
biological data, its storage format and the type of the 
data source. Similarly, the components and tasks are 
modeled on the basis of the nature of tasks, steps 
and order in which tasks are to be performed, 
algorithm used, data source and type of the output 
etc. On the basis of this ontology the PSE provides a 
dictionary (knowledge-base) of data and tools 
locations allowing the users to compose their 
applications as workflows by making use of all the 
necessary resources without worrying about their 
underlying distributed and heterogeneous nature. 
The modeled applications are automatically 
translated into grid execution scripts corresponding 
to GRSL (Globus Resource Specification Langue) 
and are then submitted for execution on grid through 
GRAM (Globus Resource Allocation Manager). The 
performance of this PSE was checked with a simple 
application that used TribeMCL 
(http://www.ebi.ac.uk/ research/cgg/tribe), for 
clustering human protein sequences which were 
extracted from SwissProt database by using seqret 
program of the EMBOSS suite and compared all 
against all for similarity though BLAST program. In 
order to take advantage of the grid resources and 
enhance the performance of similarity search 
process the output of seqret program was spilt into 
three separate files in order to run three instances of 
BLAST in parallel. The individual BLAST outputs 
were concatenated and transformed into a Markov 
Matrix required as input for TribeMCL. Finally the 
PSE displayed the results of clustering in a 
opportune visualization format. It was observed that 
total clustering process on grid took 11h50’53’’ as 
compared to 26h48’26’’ on standalone machine.  
 

It was also noted on the basis of another 
experimental case (taking just 30 protein sequences 
for clustering) that the data extraction and result 
visualization steps in the clustering process are 
nearly independent of the number of protein 
sequences (i.e. approximately same time was 
observed in the case of all protein Vs 30 protein 
sequences). Furthermore, BLAST computation takes 
more time as compared to TribeMCL (for all against 
all case BLAST took 8h50’13’’ while TribeMCL 
took 2h50’28’’) [17].      
 

Another PSE for bioinformatics has been 
proposed in [85]. It uses Condor/G for the 
implementation of PSE that provides an integrated 
environment for developing component based 
workflows through commonly used bioinformatics 
applications and tools such as Grid-BLAST, Grid-
FASTA, Grid-SWSearch, Grid-SWAlign and 
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Ortholog-Picker etc. Condor/G is an extension to 
grid via Globus and it combines the inter-domain 
resource management protocols of Globus Toolkit 
with intra-domain resource management methods of 
Condor to provide computation management for 
multi-institutional grid. The choice of Condor/G is 
justified on the basis of its low implementation 
overhead as compared to other grid technologies. 
The implementation of a workflow based PSE is 
made simple by the special functionality of Condor 
meta-scheduler DAGMan (Directed Acyclic Graph 
Manager) which supports the cascaded execution of 
programs in a grid environment. The developed 
prototype model was tested by integrated (cascaded) 
execution of the above mentioned sequence search 
and alignment tools in grid environment. In order to 
enhance the efficiency, the sequence databases and 
queries were splited into as much parts as the 
number of available nodes, where the independent 
tasks were executed in parallel.  
 
2.2.5. Grid-based Workflow Management 

Systems 
 

As already discussed in the context of PSE, a 
workflow is a process of composing an application 
by specifying the tasks and their order of execution. 
A grid-based workflow management system 
provides all the necessary services for the creation, 
execution and visualization of the status and results 
of the workflow in a seamless manner. These 
features make workflows ideal for the design and 
implementation of life science applications that 
consists of multiple steps and require the integrated 
access and execution of various data and application 
resources. Therefore one can find various domain 
specific efforts for the development of proper 
workflow management systems for life sciences (see 
Table 3).  

 
There have been several important 

demonstrations of different types of life science 
applications on grid-based workflow management 
systems. For example, the design and execution of a 
tissue-specific gene expression analysis experiment 
for human has been demonstrated in a grid-based 
workflow environment called ‘WildFire’ [86]. The 
workflow takes as an input 24 compressed 
GeneBank files corresponding to 24 human 
chromosomes and after decompression it performs 
exon extraction (through exonx program) from each 
file in parallel resulting in 24 FASTA files. In order 
to further increase the level of granularity each 
FASTA file is split into five sub-files (through dice 
script developed in Perl), making a total of 120 
small files ready for parallel processing with 
BLAST. Each file was matched against a database 
of transcripts (‘16, 385 transcripts obtained from 
Mammalian Gene Collection’). The execution of 
this experiment on a cluster of 128 Pentium III 

nodes took about 1 hour and 40 minutes, which is 
reported to be 9 times less than the time required for 
the execution of its sequential version. 

 
The iteration and dynamic capabilities of 

WildFire has also been demonstrated through the 
implementation of a swarm algorithm for parameter 
estimation problem related to biochemical pathway 
model based on 36 unknowns and 8 differential 
equations. Similarly, the effectiveness of Taverna 
[87] workflow has been demonstrated by 
construction of a workflow that provides genetic 
analysis of the ‘Graves’ disease. The demonstrated 
workflow makes use of Sequence Retrieval System 
(SRS), mapping database service and other 
programs deployed as SoapLab services to obtain 
information about candidate genes which have been 
identified through Affymetrix U95 microarray chips 
as being involved in Graves’ disease. The main 
functionality of the workflow was to map a 
candidate gene to an appropriate identifier 
corresponding to biological databases such as Swiss-
Prot and EMBL in order to retrieve the sequence and 
published literature information about that gene 
through SRS and MedLine services. The result of 
tBLAST search against the PDB provided 
identification of some related genes where as the 
information about the molecular weight and 
isoelectric point of the candidate gene was provided 
by the Pepstat program of EMBOSS suite. 
Similarly, Taverna has also been demonstrated with 
the successful execution of some other workflows 
for a diversity of in-silico experiments such as 
pathway map retrieval and tracking of data 
provenance.  

 
2.2.6. Grid-based Frameworks 

 
In software development, a framework specifies 

the required structure of the environment needed for 
the development, deployment, execution and 
organization of a software application/project related 
to a particular domain in an easy, efficient, 
standardized, collaborative, future-proof and 
seamless manner. When becoming fully successful 
and widely accepted and used, most of these 
frameworks are also made available as Toolkits. 
There are some general frameworks for grid-based 
application development such as Grid Application 
Development Software (GrADS) [88], Cactus [89] 
and IBM Grid Application Development Framework 
for Java (GAF4J) (http://www.alphaworks. 
ibm.com/tech/GAF4J). Similarly, some specific 
grid-based frameworks for life sciences have also 
been proposed and demonstrated such as Grid 
Enabled Bioinformatics Application Framework 
(GEBAF) [90], that proposes an integrated 
environment for grid-enabled bioinformatics 
application using a set of open source tools.  
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        Table 3. Examples of commonly used Grid-based workflow management systems for life sciences 
 

Workflow management system Grid Technologies, tools and 
languages  

Main Features  

Wildfire [86] 

A*STAR Bioinformatics Institute 

http://wildfire.bii.a-star.edu.sg/ 

♦ Condor/G, SGE, PBS, LSF 

♦ Workflows are mapped into 
Grid Execution Language 
(GEL) script  

♦ Platform: Windows and Linux 

♦ GUI-based drag-and-drop environment for 
workflow construction through EMBOSS 
Suite of tools  

♦ Supports complex operations such as 
iteration and dynamic parallelism  

♦ Open source and extensible  

Taverna [87] 

University of Manchester 

 

http://taverna.sourceforge.net/ 

♦ myGrid middleware  

♦ SCULF language for workflows  

♦ Workflows are mapped into 
web services  

♦ GUI-based workbench for creating In-
silico experiments using EMBOSS suite of 
tools, NCBI, EBI, DDBj, SoapLab, 
BioMoby and so many other web services. 

♦ Currently does not support complex 
operations.   

♦ Open source, extensible and cross platform          

ProGenGrid [93] 

SPACI Consortium,  
University of Lecce 

 

 

♦ Globus Toolkit4.1 

♦ GridFTP and DIME for data 
transfer.  

♦ iGrid information service for 
resource and web service 
discovery. 

♦ Java Axis and gSOAP Toolkit 

♦ UML-based editor for workflow 
construction, execution and monitoring  

♦ RASMOL for visualization 

♦ AutoDoc for drug design 

 

 
The open source tools used in GEBAF include 

Bioperl Toolkit [91], Globus Toolkit [37], Nimrod/G 
[92] and Citrina (database management tool 
(http://www.gmod.org/citrina)). The framework 
provides a portal based interface that allows the user 
to submit a query of any number of sequences to be 
processed with BLAST against publicly available 
sequence databases. The user options are stored in a 
hash data structure by creating a new directory for 
each experiment and a script using the 
BioPerl::SeqIO module divides the user query into 
sub-queries each consisting of just a single 
sequence. The distributed query is then submitted 
through Nimrod/G plan file for parallel execution on 
the grid. Each grid node maintains an updated and 
formatted version of the sequence database through 
Citrina. The individual output of each sequence 
query is parsed and concatenated by another script 
that generates the summary of the experiment in the 
form of an XML and Comma Separated Value 
(CSV) files containing the number of most 
significant hits from each query. The contents of 
these files are then displayed through the result 
interface. A particular demonstration for BLAST 

was carried out with 55,000 sequences against 
SwissProt database. With 55,000 parallel jobs the 
grid has been fully exploited within the limits of its 
free nodes and it has been observed that the job 
management overhead was low as compared to the 
actual search time for BLASTing of each sequence. 
Although summarizing thousands of results is 
somewhat slow and nontrivial, its execution time 
remains insignificant when compared with the 
experimenting time itself. The developed scripts 
were also tested for reusability with other similar 
applications such as ClustalW and HMMER, with 
little modification. A web service interface has been 
proposed for future development of GEBAF in order 
to make use of other bioinformatics services such as 
Ensemble. Similarly, for better data management 
Storage Resource Broker (SRB) middleware is also 
proposed as an addition for the future.      
 

GEBAF is not the only grid-enabling framework 
available. For example, Asim et al. [94] describes 
the benefits of using the Grid Architecture 
Development Software (GrADS) framework [88] for 
the gridification of bioinformatics applications such 
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as FASTA[77]. Though there already existed an 
MPI-based master-slave version of the FASTA but it 
used a different approach: it kept the reference 
database at the master side and made the master 
responsible for equal distribution of database to 
slaves and the subsequent collection and 
concatenation of the results. In contrast to that, 
GrADS based implementation makes reference 
databases (as a whole or as a portion) available at 
some or all of the worker nodes through database 
replication. Thus the master at first sends a message 
to workers for loading their databases into memory 
and then it distributes the search query and collects 
the results back. This type of data-locality approach 
eliminates the communication overhead associated 
with the distribution of large scale databases. 
Furthermore, through the integration of various 
software development and grid middleware 
technologies (such as Configurable Object Program, 
Globus Monitoring and Discovery Service (MDS) 
and Network Weather Service (NWS)), GrADS 
framework provides all the necessary user, 
application and middleware services for the 
composition, compilation, scheduling, execution and 
real time monitoring of the applications on a grid 
infrastructure in a seamless manner.  
 
2.2.7. BioGrid Data Management Approaches 
 

It is a well recognized fact that most of the 
publicly available biological data originates from 
different sources of information, i.e. it is 
heterogeneous and is acquired, stored and accessed 
in different ways at different locations around the 
world, i.e. it is distributed [95]. The heterogeneity of 
data may be syntactic i.e. difference in file formats, 
query languages and access protocols etc, semantic 
i.e. genomic and proteomic data etc, or schematic 
i.e. difference in the names of database tables and 
fields etc. In order for this heterogeneous and 
distributed data to be accessed in a uniform and 
federated environment one has to make use of 
appropriate web and grid technologies to form an 
intermediatary bridge (see Fig. (5)). The 
gridification of biological databases and applications 
is also motivated by the fact that their number, size 
and diversity is growing rapidly and continuously. 
This makes it impossible for an individual biologist 
to store a local copy of any major databases and 
execute either data or computer-intensive application 
in a local environment.  

 
This inability of locality also demands for the 

grid-enablement of the resources. However, an 
important factor that hinders the deployment of 
existing biological applications, analytical tools and 
databases on grid-based environments is their 
inherent pre-grid design (legacy interface). This is so 
because the design suits the requirements of a local 
workstation environment in terms of input/output. 

The gridification of such applications requires a 
transparent mechanism to connect local input/output 
with a grid-based distributed input/output through 
some intermediatary tools such as grid middleware 
specific Data Management Services (DMS) and 
distributed storage environments. One such example 
of biological data management in grid environment 
has been discussed in [96]. It provides a transparent 
interface for legacy bioinformatics applications, 
tools and databases to be connected to 
computational grid infrastructures such as EGEE, 
without incurring any change in the code of these 
applications. Authors have reported the use of 
modified Parrot [97] as a tool to connect a legacy 
bioinformatics application to the EGEE database 
management system. The EGEE database 
management system enables location and replication 
of databases needed for the management of very 
large distributed data repositories. With Parrot-based 
connection, the user is freed from the overhead of 
performing file staging and specifying in advance an 
application’s data need. Rather, an automated agent 
launched by the Parrot takes care of replicating the 
required data from the remote site and supplying it 
to the legacy application as it would have been 
accessing data with local input/output capabilities.  
The agent resolves logical file name to the storage 
file name, selects the best location for replication 
and launching the program for execution on the 
downloaded data. For the purpose of demonstration, 
authors have reported the deployment 
(virtualization) of some biological databases such as  
Swiss-Prot and TrEMBL [98] by registering these 
databases with the replica management service 
(RMS) of EGEE. Similarly, programs for protein 
sequence comparison such as BLAST [71], FASTA 
[99], ClustalW [72] and SSearch [100] have been 
deployed by registering them with the experiment 
software management service (ESM). The deployed 
programs were run on a grid environment and their 
access to the registered databases was evaluated by 
two methods: replication (by copying the required 
database directly to the local disk) and remote 
input/output (attaches the local input/output stream 
of the program to the copied data in cache or on-the-
fly mode). The evaluation of these methods show 
that both methods perform similarly in terms of 
efficiency e.g. on a database of about 500,000 
protein sequences (205 MB) each method takes 
about 60 seconds for downloading from any grid 
node and about four times less than this time in case 
the data node is near the worker node. It is important 
to note, however, that the replication method creates 
an overhead in terms of free storage capacity on the 
worker node. This problem may be particularly if 
the size of the database to be replicated is too high 
or if the worker node has many CPUs sharing the 
same storage and each accessing a different set of 
databases. This is the reason why remote 
input/output method overweighs the replication.  
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Fig. (5) Major architectural components of a biological DataGrid environment (reproduced from [6] and annotated) 
 

However, the real selection of any method 
depends on the nature of program (algorithm). For 
compute-intensive programs such as SSearch remote 
input /output is always better (as it works on 
copying progressive file blocks) where as for data-
intensive programs such as BLAST and FASTA the 
replication method may work better [96].    

 
Similarly, there are some other DataGrid projects 

which provide an integrative use of these highly 
heterogeneous and distributed data sources in an 
easy and efficient way. A biologist could take 
advantage of some specific Data Grid infrastructure 
and middleware services such as BRIDGES 
(http://www.brc.dcs.gla.ac.uk/projects /bridges), 
BIRN (http://www.nbirn.net) and various other 
European Union Data Grid projects e.g. EU-
DataGrid (http://www.edg.org/) and EU-DataGrid 
for Italy (http://web.datagrid.cnr.it/Tutorial_Rome) 
etc. These Data Grid projects make use of standard 
middleware technologies such as Storage Resource 
Broker (SRB), OGSA-DAI and IBM Discovery 
Link. Some of the important features of these 
DataGrid middleware technologies are listed in 
Table 4. 

 
2.2.8. Computing and Service Grid 

Middleware 
 

In the same way that a computer operating 
system provides a user-friendly interface between 
user and computer hardware similarly Grid 
middleware provides important services needed for 
easy, convenient and proper operation and 

functionality of grid infrastructure. These services 
include access, authentication, information, security 
and monitoring services as well as data and resource 
description, discovery and management services. In 
order to further reduce the difficulties involved in 
the process of installation, configuration and setting-
up of grid middleware, there have also been 
proposals for the development of Grid Virtual 
Machines (GVM) and Grid Operating Systems [101-
105]. The development of specific grid operating 
systems or even embedding grid middleware as a 
part of existing operating systems would greatly 
boost-up the use of grid computing in all computer 
related domains, but this is yet to be seen in the 
future. The important features of currently used 
computing and service grid middleware are listed in 
Table 5.   
 
2.2.9. Local Resource Management System 

(LRMS)  
The grid middleware interacts with different 

clusters of computers through Local Resource 
Management System (LRMS) also known as Job 
Management System (JMS). The LRMS (such as 
Sun Grid Engine, Condor/G and Nimrod/G) is 
responsible for submission, scheduling and 
monitoring of jobs in a local area network 
environment and providing the results and status 
information to the grid middleware through 
appropriate wrapper interfaces. Some of the 
important features [106] of commonly used LRMS 
software are listed in Table 6.    
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Table 4. Data-Grid Middleware Technologies 
 

Data-Grid Technology 

Developer/reference  

Platform and 
availability    

Main features and services   

SRB (Storage Resource Broker) [4]  

San Diego Supercomputing Center 

http://www.sdsc.edu/srb/ 

♦ Windows, Linux 
and Unix  platforms  

♦ Freely available for 
academic use  

 

♦ Hierarchical logical name space for  managing 
distributed heterogeneous databases 

♦ Data transfer, replication, publication, sharing and 
preservation services.  

♦ Callable library functions for applications 
programs 

OGSA-DAI (Open Grid Services-Data Access and 
Integrations)  

The University of Edinburgh, UK Database Task 
Force and Open Grid Forum DAIS-WG  

http://www.ogsadai.org.uk/ 

♦ Cross platform  

♦ Open Source and 
freely available.  

 

♦ Web service based data access and integration  

♦ Supports two main web service specifications 
namely web services inter-operability (WS-I) and 
web services resource framework (WSRF).   

IBM DiscoveryLink [5] 

http://www-306.ibm.com/software/data/integration/ 

 

♦ Windows, Linux, 
Unix,  IBM Aix 
platforms 

♦ Free for authorized 
aademic use   

♦ Suite of wrappers for relational and non-relational 
databases 

♦ Federated view of distributed heterogeneous 
resources  

 
2.2.10. BioGird Infrastructure  
 

Mostly BioGrid infrastructure is based on the 
simple idea of cluster computing and is leading 
towards the creation of a globally networked 
massively parallel supercomputing infrastructure 
that connects not only the computing units along 
with their potential hardware, software and data 
resources, but also expensive laboratory and 
industrial equipment, and ubiquitous sensor device 
in order to provide unlimited computing power and 
experimental setup required for modern day 
biological experiments. Moreover, this infrastructure 
is also being customized in a way that it becomes 
easily accessible by all means of an ordinary general 
purpose desktop/laptop machine or any type of 
handheld devices. Some of the major components of 
a generic BioGrid infrastructure has been illustrated 
in Fig. (4). The overall architectural components are 
organized at three major levels (layers) of services. 
The focus of application layer services is to provide 
user-friendly interfaces to a biologist for carrying 
out the desired grid-based tasks with minimum steps 
of usability and interaction (enhanced automation 
and intelligence). Similarly the focus of grid 
middleware services is to provide seamless access 
and usability of distributed and heterogeneous 
physical layer resources to the application layer 
services. In the following sections we discuss  

 
various contributions related to the development and 
use of some of these services at both application and 
middleware level.  

 
The design and implementation of a typical 

BioGrid infrastructure varies mainly in terms of the 
availability of resources and demands of the 
biological applications that are supposed to use that 
particular grid. There are many infrastructures 
starting from an institutional/organizational grids 
consisting of simple PC based clusters or 
combination of clusters [109-112] to national and 
international BioGrid projects with different 
architectural models and for appropriate problem 
handling. The models include Computing Grid 
architecture (providing basic services for task 
scheduling, resource discovery, allocation and 
management etc), Data Grid architecture (providing 
services for locating, accessing, integrating and 
management of data), Service Grid architecture 
(services for advertising, registering and invocation 
of resources) and Knowledge Grid architecture 
(services for sharing collaborative scientific 
published or unpublished data). The infrastructure 
details of some major BioGrid projects are presented 
in Table 7. It may be observed that the same 
infrastructure may be used to serve more than one 
application models based on the availability of some 
additional service and resources.  
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Table 5. Commonly used computing and service grid middleware 

 
 

Grid Middleware 

Target/Developer 

Platform, languages, tools and services  

Globus Toolkit GT4 [37] 

   Target:  a suit of services for 
job execution, file transfer, 
replication and publication of 
information about the grid 
among others.  

Argonne National Laboratory, 
University of Chicago and other 

partners  

 

♦ The C components run on Unix platforms, including Linux, where as the Java-only portions may be run 
on any platform with a Java SDK. 

♦ Resource Specification Language (RSL) and client APIs for accessing services  

♦ Execution Management services (GRAM) 

♦ Data Access and Movement services  (GridFTP, RFT, OGSA-DAI, RLS, DRS) 

♦ Monitoring and discovery services (Index, Trigger and WebMDS)  

♦ Credential management services (MyProxy, Delegation, SimpleCA) 

♦ Instrument Management  services (GTCP)  

LCG-2/ gLite[39] 

Target:  Large scale data 
handling and compute power 
infrastructure 

EGEE project in collaboration 
with VTD, US  

♦ LCG-2: a pre-web service middleware based on Globus 2  

♦ gLite: an advanced version of LCG-2 based on web services  

♦ Supports both Linux and Windows, C, C++, Java and Python   

♦ OpenPBS/PBSPro, LSF, Maui/Torque, BQS and Condor LRMS 

myGrid  [10, 11] 

Target:  Service-oriented in-
silico environment for life 
sciences. 

ServiceGrid @ University of 
Manchester, UK  

♦ Windows, Linux, Mac OS platform 

♦ Web-service and OGSA architecture 

♦ Semantic web technology based annotation, ontologies and discovery management 

♦ Talisman: User Interface and Workbench for In Silico experiments design  

ABCGrid [107] 

Target: Easily installable and 
simple grid setup for 
bioinformatics 

Center for Bioinformatics, 
Peking University 

♦ Windows, Linux/Unix, Mac OS X platform  

♦ Java based client server implementation with a package of three independent and easy to install 
programs; ABCUser, ABCMaster and ABCWorker  

♦ Open source  

UNICORE / UniGrid   [108] 

Target : Light weight grid 
middleware  

UNICORE : Fujitsu Lab EU, 

UniGrid: EU Funded Project  

♦ Unix/Linux platform  

♦ UNICORE: a pre-web  service grid middleware based on OGSA standard and developed in Java  

♦ UniGrid: an advanced version of UNICORE based on web services and provides inter-compatibility 
with other OGSA based grids.  
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Table 6. Commonly used Job Management Systems (Local Resource Manager) 

3. SOME FLAGSHIP BIOGRID PROJECTS 
 

We present here some selected flagship case 
studies which have elicited a positive public 
response from bio-scientists for their special role 
and contribution to the life science domain. The 
description of most important implementation 
strategies along with some main services is provided 
with the help of appropriate illustrations.    
 
3.1. EGEE Project  
 

The EGEE project was initially named as 
Enabling Grid for E-science in Europe and then it 
was renamed as Enabling Grid for E-scienceE) in 
order to enhance its scope from European to 

international level [113].  As described in Table 2 
this project builds on its predecessor EDG project 
(European Data Grid) and provides an international 
level grid infrastructure for multi-science and 
industry community ranging from high-energy 
physics to life sciences and nanotechnology. The 
overall infrastructure consists of more than 30,000 
CPUS with 20 petabytes of storage capacity 
provided by various academic institutes and other 
organizations and industries around the world in the 
form of high-speed and high-throughput compute 
clusters which are being updated and interoperated 
through its web-service based light-weight, more 
dynamic and inter-disciplinary grid middleware 
named gLite [39]. Like EGEE, gLite also builds on 
a combination of various other projects.  

Local Resource Manager  General Features 
Platform, GUI and APIs  

Job Support 
job type,  MPI, JDL 

Queue and Resource Mgt.   
 

Sun N1 Grid Engine 6 

Open Source developed by 
Sun Microsystems  

http://gridengine.sunsource.
net 

♦ Solaris, Apple Macintosh, 
Linux and Windows 
platform  

♦ User friendly GUI and portal 

♦ C-based implementation of 
DRMAA  

♦ Integration with globus 
through GE-GT Adopter 

♦ Standard and complex 
jobs with arrays and 
Workflows 

♦ Modules for integration 
with MPI  

♦ 5 Million jobs on more 
than 10,000 hosts 

♦ JDL: shell scripts 

♦ A cluster queue can extend across 
multiple hosts 

♦ Priority based resource reservation  

♦ Job submission, monitoring and control 
can be achieved through DRMAA 

♦ Accounting and report console (ARC) 

Condor –G  
(version 6.8.2) 

 

Open source developed by 
University of Wisconsin  

http://www.cs.wisc.edu/con
dor 

♦ Solaris, Apple Macintosh, 
Linux, Windows platform  

♦ Web-service interface 

♦ Java-based implementation 
of DRMAA 

♦ Condor-G is Globus enabled 
and allows jobs to be sent to 
other resource managers.    

♦ Standard and complex 
jobs with arrays and 
Workflows 

♦ Modules for integration 
with MPI  

♦ JDL: ClassAds 

♦ Uses checkpointing , job migration and 
fault tolerance 

♦ Job submission, monitoring and control 
can be achieved through DRMAA 

♦ Resources advertise themselves  

Nimrod-G  3.0.1 [92]  

 
Open source research 

prototype developed by 
Monash University other 

flavors:  Nimrod/O, 
Netsolve, Active Sheets 

http://www.csse.monash.ed
u.au/~davida/nimrod/nimro

dg.htm 

♦ Platform: Linux, Solaris, 
Mac with x86 and sparc 
architecture  

♦ Source package written in 
Python  

♦ Provides web portal and API  

♦ Supports integration with 
Globus, Legion, Condor, 
NetSolve and others 

♦ Provides Nimrod Agent 
Language to describe 
jobs  

♦ Uses GRAM interfaces 
to dispatch jobs to 
computers 

♦ Maintains different  job tables for storing 
job related information 

♦ Globus MDS for resource discovery 

♦ PGSQL database (PostgreSQL) interface 
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          Table 7. Some Major BioGrid Infrastructure Projects for bioinformatics, computational & systems biology  

 
 
 

 
 

BioGrid Project   

 

Grid Technologies and infrastructure 
Details  

Platform, Grid Middleware, Standards, 
Languages, Tools, techniques  

Main Applications 

Asia Pacific BioGrid 
http://www.apgrid.org 

 

♦ Linux RedHat7.2, SV1, Sun Solaris 

♦ Globus1.1.4 

♦ Nimrod/G, LSF. SGE 

♦ Size: 5 nodes, 25+  CPUs, 5 sites 

♦ FASTA, BLAST, SSEARCH, MFOLD 

♦ Virtual Lab DOCK, EMBASSY, 
PHYLIB 

♦ EMBOSS suite of applications.   

 

Open BioGrid Japan  
OBIGRID  Japan [6] 

http://www.obigrid.org 

 

 

♦ Globus 3.2  

♦ Ipv6 

♦ VPN over Internet for connecting multiple 
sites  

♦ Size: 363 nodes,  619 CPUs, 27 sites 

♦ Workflow based distributed 
bioinformatics environment  

♦ BLAST search service  

♦ Genome annotation system  

♦ Biochemical network simulator  

Swiss BioGrid [7] 

http://www.swissbiogrid.org 

 

♦ Uses NorduGrid’s ARC middleware  

♦ Proposes heterogeneous hardware 
platforms including both clusters and PC-
desktop Grid-based systems managed by 
GridMP.   

♦ High throughput compound docking into 
protein structure binding sites  

♦ High throughput analysis of proteomics 
data.  

Enabling Grids for E-
sciencE (EGEE) [113] 

http://www.eu-egee.org 

♦ LCG-2/gLite middleware based on Globus 

♦ Size:  More than 30,000 CPUs and 20 
Petabytes storage. Maintains 20,000 
concurrent jobs on average. Connects more 
than 90 institutions in 32 countries world 
wide. Completes up to 50,000 jobs every 
day. 

♦ EDG 2002-04 (test bed phase, 3 
applications) EGEE      2004-2006 and  

♦ EGEE-II     2006-2008 (Pilot production 
phase, 20+ applications)   

♦ EGEE-III  2008-2012 (Routine Usage 
Phase, multiple grids with sustainable e-
Infrastructure) 

North Carolina BioGrid  

 

http://www.ncbiotech.org 

 

 

 

 

♦ Avaki data grid middleware with Virtual 
File System across grid nodes. .  

♦ Heterogeneous standalone and clustered 
processors with a variety of operating 
systems and cluster management systems.  

♦ Efficient access to large datasets through 
caching and replication 

♦  Single-sign in security and policy based 
resource sharing.  

♦ Bioinformatics datasets and applications 
installed on native file system and shared 
across the grid.  

♦ Unified view of data and computers by 
making them  appear local 



Page 21 of 29 

These projects include LCG-2 
(http://cern.ch/LCG), DataGrid (http://www.edg. 
org), DataTag (http://cern.ch/datatag), Globus 
Alliance (http://www.globus.org),  GriPhyN (http:// 
www.griphyn .org) and iVDGL (http://www 
.ivdgl.org).  Several bio-applications [96] have been 
implemented on top of EGEE platform and various 
other resource-hungry biological projects (such as 
BioInfoGrid (http://www.bioinfogrid.eu/), 
WISDOM (http://wisdom.eu-egee.fr) and 
EMBRACE (http://www.embracegrid.info)) are also 
continuously making use of EGEE infrastructure. In 
order to provide an illustration and understanding of 
how to make use of EGEE grid infrastructure and 
services for life sciences, we provide here an 
overview of the latest version of its grid middleware.  

 
3.1.1. Authentication and security services  
 

EGEE uses Grid Security Infrastructure (GSI) 
for authentication (through digital X.509 certificate) 
and secure communication (through SSL: Secure 
Socket Layer protocol with enhancements for single 
sign-on and delegation). Therefore, in order to use 
the EGEE grid infrastructure resources, the user has 
to register first and get a digital certificate from 
appropriate Certificate Authority (CA). When the 
user signs in with the original digital certificate 
which is protected with a private key and a 
password, the system then creates another 
passwordless temporary certificate called proxy 
certificate that is then associated with every user 
request and activity.  
 
3.1.2. Information and monitoring services  
 

The gLite 3 uses Globus MDS (Monitoring and 
Discovery Service) for resource discovery and status 
information. Additionally, it uses Relational Grid 
Monitoring Architecture (R-GMA) for accounting 
and monitoring. In order to provide more stable 
information services, the gLite Grid Information 
Indexing Server (GIIS) uses BDII (Berkeley 
Database Information Index Server) that stores data 
in more stable manner than original Globus based 
GIIS.   
 
3.1.3. Data management services  
 

Like in traditional computing the primary unit of 
data management in EGEE grid is also the file [39] . 
gLite provides a location independent way of 
accessing files on EGEE grid through use of Unix 
based hierarchical logical file naming mechanism. 
When a file is registered for the first time on the grid 
it is assigned a GUID (Grid Unique Identifier that is 
created from User Unique Identifier; MAC address 
and a time stamp) and it is bound with an actual 
physical location represented by SURL (Storage 
URL). Once a file is registered on the EGEE grid it 

cannot be modified or updated because the data 
management system creates several replicas of the 
file in order to enhance the efficiency of subsequent 
data access. Thus, updating any single file would 
create the problem of data inconsistency which has 
not as yet been solved in EGEE.  
 
3.1.4. Workload management system 

(Resource Broker)  
 

The new gLite based work load management 
system (WMS or resource broker) is capable of 
receiving even multiple inter-dependent jobs 
described by Job Description Language (JDL) and it 
dispatches these jobs to most appropriate grid sites 
(selection of appropriate grid site is based on the 
dynamic process of match-making) and then keeps 
tract of the status of the jobs and retrieves the results 
back when jobs are finished. While dispatching the 
jobs the resource broker uses Data Location 
Interface (DLI) service to supply input files along 
with job to the worker node.  

 
3.2. Organic Grid: self organizing 

computational biology on Desktop Grid  
 

The idea of Organic Grid [114] is based on the 
decentralized functionality and behavior of self 
organizing, autonomous and adaptive organisms 
(entities) in natural complex systems. The examples 
of natural complex systems include functioning of 
biological systems and behavior of social insects 
such as ant and bees. The idea of the organic grid 
leads towards a novel grid infrastructure that could 
eliminate the limitations of traditional grid 
computing. The main limitation of traditional grid 
computing lies in their centralized approach.  For 
example, a Globus based computational grid may 
use a centralized meta-scheduler and thus it would 
be limited to smaller number of machines only. 
Similarly, Desktops Grid Computing based on  
distributed computing infrastructure such as BOINC 
may use centralized master/slave approach and thus 
would be only suitable for coarse-grained 
independent jobs only. The idea of Organic Grid is 
to provide a ‘ubiquitous’ type peer-to-peer grid 
computing model capable of executing arbitrary 
computing tasks on a very large number of machines 
over network of any quality, by redesigning the 
existing desktop computing model in a way that it 
supports distributed adaptive scheduling through the 
use of mobile agents. 

 
In essence it means that, a user application 

submitted on such type of architecture would be 
encapsulated in some type of a mobile agent 
containing the application code along with the 
scheduling code. After encapsulation, the mobile 
agent can decide itself (based on its scheduling code 
and the network information) to move to any 
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machine that has appropriate resources needed for 
the proper execution of the application. This type of 
mechanism provides the same type of user-level 
abstractness as provided by traditional Globus-based 
grid but additionally it builds on decentralized 
scheduling approach that enables the grid to span to 
very large number of machines in a more dynamic 
peer-to-peer computing model. The use of mobile 
agents (which are based on RMI mechanism that is 
built on top of client/server architecture) as 
compared to their alternate service based 
architecture, provides higher level of ease and 
abstractedness in terms of validation 
(experimentation) of different types of scheduling, 
monitoring and migration schemes. Although the 
project uses a scheduling scheme that builds on tree-
structured overlay network, it is made adaptive 
based on some value of application specific 
performance metric. For example, the performance 
metric for a data-intensive application such as 
BLAST would give high consideration to bandwidth 
capacity of the communication link before actually 
scheduling the job on a particular node. Similarly, it 
will select a high-speed node for another application 
that comes under the class of compute-intensive 
applications. Furthermore, in order to provide 
uninterrupted execution with dynamic and 
transparent migration features the project makes use 
of strongly mobile agents instead of traditional 
weakly mobile agents (Java based mobile agents that 
cannot access their state information). Following the 
common practice in grid computing research, the 
proof-of-concept has been demonstrated with the 
execution of NCBI BLAST (that falls in the class of 
independent task application) on a cluster of 18 
machines with heterogeneous platform and ranked 
under the categories of fast, medium and slow 
through the introduction of appropriate delays in the 
application code. The overall task required the 
comparison of a 256 KB sequence against a set of 
320 data chunks each of size 512 KB. This gave rise 
to 320 subtasks, each responsible for matching the 
candidate 256 KB sequence against one specific 512 
KB data chunk. The project successfully carried out 
the execution of these tasks and it has been observed 
that by adopting the scheduling according to the 
dynamics of the architecture greatly improves 
performance and quality of results. The project is 
being further extended to provide the support for 
different categories of applications and enabling the 
user to configure different scheduling schemes for 
different applications through some easy to use 
APIs.    
 
3.3. Advancing Clinico-Genomic Trials on 

Cancer (ACGT)  
 

ACGT is a Europe wide integrated biomedical 
grid for post-genomic research on cancer 
(http://www. eu-acgt.org) [115]. It intends to builds 

on the results of other biomedical grid projects such 
as caBIG, BIRN, MEDIGRID and MyGrid. The 
project is based on open source and open access 
architecture and provides basic tools and services 
required for medical knowledge discovery, analysis 
and visualization. The overall grid infrastructure and 
services are aimed to provide an environment that 
could help scientists to:  

 
a) Reveal the effect of genetic variations 

on oncogenesis  
b) Promote the molecular classification of 

cancer and development of individual 
therapies 

c) Modelling of in-silico tumour growth 
and therapy response 

 
In order to create the required environment that 

supports the implementation of these objectives, 
ACGT focuses on the development of a virtual web 
that interconnects various cancer related centres, 
organizations and individual investigators across the 
Europe through appropriate web and grid 
technologies. Mainly, it uses semantic web and 
ontologies for data integration and knowledge 
discovery and Globus toolkit with its WS-GRAM, 
MDS and GSI services for cross organization 
resource sharing, job execution, monitoring and 
result visualization. Additionally, ACGT also uses 
some higher level grid services from Gridge 
framework developed at Poznan Supercomputing 
and Networking Centre (PSNC) [116]. These 
services include GRMS (Grid Resource 
Management System), GAS (Grid Authorization 
System) and DMS (Data Management System). 
These additional services provide the required level 
of dynamic and policy-based resource management; 
efficient and reliable data handling; and monitoring 
and visualization of results. Fig. (6) provides a usage 
scenario of these services in the context of ACGT 
environment. 
 
3.4. KidneyGrid 

 
KindneyGrid project [8] uses web service-based 

technologies to develop a collaborative e-Research 
platform in the form of a virtual organization that 
interconnects and provides interaction among 
different entities (e.g. kidney model developers, 
resources and users) related to the study of human 
and animal kidneys. Fig (7) shows the basic 
architecture of the system along with the list of 
typical interactions among its components. The 
interaction among heterogeneous legacy components 
and the overall functionality of the project has been 
achieved by using following web and grid 
technologies [8]: 

 
♦ Gridsphere Framework for portal 

development 
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        Fig. ( 6). ACGT integrated environment usage scenario (reproduced from [116]) 
 

♦ MyProxy for virtual organization 
♦ Gridbus as application level meta-scheduler 

(resource broker) 
♦ WSRF for the development of wrappers that 

provide interaction among legacy resources 
and application and   

♦ GT4, Unicore, Alchemi as core grid 
middleware at different sites  

 
The project has been tested and evaluated by the 

implementation of a medullary kidney model. It 
allows the user to compose, run and monitor an in-
silico experiment by selecting appropriate kidney 
model and required parameters through a web-based 
user interface. The results of the experiment are also 
displayed with the help of suitable visualization 
tools.  

 
3.5. Virtual Laboratory  
 

Virtual laboratory project [9] develops an 
integrated e-Research environment that could 
provide the computational power and fast access to 
databases required for molecular modelling-based 
drug design. The process of molecular modelling 
requires each target protein to be screened out 
against all the molecules stored in a particular 
chemical database (CDB). Given the huge size of 

CDBs (millions of compounds in a single database), 
it requires decades of years on a single computer to 
complete a single docking experiment. This time 
could be reduced to a single day or even less than 
that, with a grid based architecture as shown in Fig. 
(7). As a testbed, the Virtual Laboratory project 
interconnects geographically distributed resources at 
three main sites i.e. Monash University, Melbourne, 
Australia; AIST, Tokyo, Japan; and Argonne 
National Lab., Chicago, USA. It uses Nimrod 
parameter modelling tools to adopt DOCK 
molecular modelling software to run as a parametric 
sweep application in the grid environment. DOCK 
jobs are scheduled on the grid by using Nimrod/G 
resource broker. Each resource on the grid is 
accessed via Globus where as GRACE software 
toolkit has been used for resource trading. Similarly, 
some intelligent tools were used for chemical 
database management.  

 
The virtual laboratory architecture has 

been tested with the molecular docking of some 200 
molecules from aldrich 300 CDB using the 3D 
structure of endothelin converting enzyme (ECE) as 
a target receptor that is involved in hypotension. 
With the value of range parameter ‘ligand-number’ 
from 1 to 200 and step size of 1, there were 200 
docking jobs.  
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Fig. (7) Architecture of the KidneyGrid project: steps 1-9 illustrate a typical user/component interaction and activities 
              in the system (Reproduced from [8]).  

 
The common input files and executables 

required for these jobs were pre-staged on all the 
grid resources at different sites using globus-rcp 
command. These jobs were successfully scheduled 
and executed on the available resources using 
deadline and budget constraints optimization 
schemes for meeting the user requirements regarding 
the completion time and affordable amount of 
money (see [117]). As a result of these experiments 
it has been proved that economy driven and service-
oriented architectures provide the best utilization of 
grid resources.  
 
4. CONCLUSIONS AND FUTURE 

RECOMMENDATIONS 
 

This paper presents a scrupulous analysis of the 
state-of-the-art in web and grid technology for  
 
bioinformatics, computational biology and systems 
biology in a manner that provides a clear picture of 
currently available technological solutions for a very 
wide range of problems. While surveying the 
literature, it has been observed that there are many 
grid-based PSEs, Workflow Management Systems, 
Portals and Toolkits under the name of 
Bioinformatics but not as many for Systems or 
Computational Biology. However, in each case a 

mix of projects and applications has been found 
overlapping from bioinformatics to computational 
and systems biology. Thus, the paper provides a 
synthetic overview of several major contributions 
under each technological category in a way that 
could help and serve a wide range of individuals and 
organizations interested in: 
 

♦ Setting up a local, enterprise or global IT 
infrastructure for life sciences.  

 

♦ Solving a particular life science related 
problem by selecting the most appropriate 
technological options that have been 
successfully demonstrated and reported 
herein. 

 

♦ Migrating already existing bioinformatics 
legacy applications, tools and services to a 
grid-enabled environment in a way that 
requires less effort and is motivated with 
previous related studies provided herein.  

 

♦ Comparing a newly developed application/ 
service features with those currently 
available. 

 

♦ Starting a research and development career 
related to the use of web and grid technology 
for biosciences. 

Experiment 
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on desktop 
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visualization 
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Melbourne  

Result archival 
with metadata 

Kidney model 3: 
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registry  

VO and 
authorizat
ion 
service  

Grid 
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eResearch 
Grid Portal  
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kidney database 
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Melbourne grid 
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Duke University, 
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1. User request; 2. Authorization; 3. Portal asks for resources; 4. Broker verifies with registry; 5. Broker provides 
connectivity to resources if they are available in the local mirror; 6. Broker provides connectivity to remote 
resources; 7. User and experiment state information; 8. Results on desktop; 9. External visualization resources [8] 
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Based on the analyses of the state-of-the-art we 
identify bellow some key open problems:   
 
♦ The use of semantic web technologies such 

as domain ontologies for life sciences is still 
not at its full level of maturity, perhaps 
because of semi-structured nature of XML 
and limited expressiveness of ontology      
languages [28]. 

 

♦ Biological data analysis and management is 
still quite a difficult job because of the lack 
of development and adaptation of optimized 
and unified data models and query engines.  

 

♦ Some of the existing bioinformatics 
ontologies and workflow management 
systems are simply in the form of Directed 
Acyclic Graphs (DAGs) and their 
descriptions are lacking expressiveness in 
terms of formal logic [86] 

 

♦ Lack of open-source standards and tools 
required for the development of thesaurus 
and meta-thesaurus services [22].  

 

♦ Need of appropriate query, visualization and 
authorization mechanism for the management 
of provenance data and meta-data in in-silico 
experiments [10, 86].  

 

♦ Some of the BioGrid projects seem to be 
discontinued in terms of information 
updating. This might arise from funding 
problems or difficulties associated with their 
implementation.  

 

♦ There is a lack of domain specific mature 
application programming models, toolkits 
and APIs for grid-enabled application 
development, deployment, debugging and 
testing.   

 

♦ There still seems to be a gap between the 
application layer and middleware layer of a 
typical BioGrid infrastructure because 
existing middleware services do not fully 
facilitate the demands of applications such as 
there is no proper support in any grid 
middleware for automatic application 
deployment on all grid nodes.   

 

♦ It is not trivial to deploy existing 
bioinformatics applications on available grid 
testbed (such as NGS, EGEE etc), as this 
requires the installation and configuration of 
specific operating system and grid 
middleware toolkits, which is not, from a 
biologist end-user point of view, a trivial 
task.  

 

♦ It has been observed that there are still many 
issues with grid based workflow management 

systems in terms of their support for complex 
operations (such as loops), legacy 
bioinformatics applications and tools, use of 
proper ontology and web services etc. [86].    

 

♦ The job submission process on existing grid 
infrastructures seems to be quite complex 
because of inappropriate maturity of resource 
broker services.   

 

♦ Lack of appropriate implementation initiative 
regarding knowledge grid infrastructure for 
life sciences.   

 
These facts provide evidence that web and grid 

technologies are still moving from an infant to a 
semi-mature state in terms of their proper 
application and use in life sciences. We believe that 
much work is to be done in easing the task of 
exploiting these technologies properly. In particular 
we recommend: 
 

♦ Automation of the grid deployment process 
for legacy applications 

 

♦ Domain specific Grid application 
programming models with appropriate 
toolkits and libraries  

 

♦ More user friendly interfaces with dynamic 
problem solving environments, portals and 
workflows  

 

♦ Complete virtualization of all resources 
needed for the development, deployment and 
execution of an application  

 

♦ Application  of agent technology to support 
modeling and simulation of complex 
biological processes  

 

♦ A single unified grid middleware that could 
provide the services for Data, Computing, 
Service and Knowledge Grid  

 

♦ Bringing the grid middleware at the level of 
operating system in terms of its ease of use, 
efficiency and reliability. It should be an 
operating system for a word wide virtual 
supercomputer.   

 
♦ Implementation of more dynamic service and 

knowledge grid infrastructures for life 
sciences. 

 

♦ Development of sophisticated data 
management services for aggregation, 
integration, query, visualization and inference 
of complex biological knowledge and data  

 
Needless to say that the actual list of key open 

problems is far larger, but the above mentioned are 
some of the key issues that most directly affect the 
biologist.  
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ABBREVIATIONS 
 
BIRN     =  Biomedical Informatics Research Network  
BRIDGES   =  Biomedical Research Informatics 
                                      Delivered by Grid Enabled Services 
DAG    = Direct Acyclic Graph 
DAI          =    Data Access and Integrator  
DMS   =  Data Management Service  
DQP   = Distributed Query Processor   
EBI    = European Bioinformatics Institute  
EDG   = European Data Grid 
EGEE   = Enabling Grid for EscienceE 
EMBOSS  = European Molecular Biology Open 
                                      Software Suite 
EMBRACE          =  European Model for Bioinformatics 

Research and Community Education 
GEBAF    = Grid Enabled Bioinformatics Application 
                                       Framework  
GLAD    = Grid Life Science Application Developer  
GSI    = Grid Security Infrastructure  
GUI    = Graphical User Interface  
JDL   = Job Description Language  
LCG    = LHC Computing Grid  
LHC    = Large Hadron Collider 
LIM    = Laboratory Information Mgt. System 
LRMS    = Local Resource Management System  
LSF    = Load Sharing Facility  
LSIDs   = Life Science Identifiers  
MIAME   = Minimum Information About a Microarray 
                                      Experiment  
NCBI    = National Center for Biomedical Informatic 
NGS   = National Grid Service  
OGSA   =  Open Grid Service Architecture  
OWL    = Web Ontology Language  
PBS    = Portable Batch System 
PSE    = Problem Solving Environment 
RDF   = Resource Description Framework  
RFTP   = Reliable File Transfer Protocol  
SGE   = Sun Grid Engine 
SOAP   = Simple Object Access Protocol  
SRB   = Storage Resource Broker 
SWRL   = Semantic Web Rules-Language 
UDDI    = Universal Description, Discovery and 
                                      Integration  
WFMS   = Workflow Management System  
WISDOM  = Wide In Silico Docking On Malaria 
WSDL   = Web Service Description Language 
WSRF   = Web Service Resource Framework  
XML   = eXtensible Markup Language  
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