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Abstract

Molecular biology which aims to study DNA and protein structure and functions, has stimu-
lated research in di�erent scienti�c disciplines, discrete mathematics being one of them. One of
the problems considered is that of recognition of DNA primary structure. It is known that some
methods for solving this problem may be reduced (in their computational part) to graph-theoretic
problems involving labeled graphs. Each vertex in such graphs has a label of length k written
with an alphabet of size �, where k and � are two parameters. This paper is concerned with
studying properties of these graphs (referred to as DNA graphs). More precisely, we give recog-
nition algorithms and compare graphs labeled with di�erent values of k and �. ? 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction

It is widely believed that a discovery of a Deoxyribonucleic acid (DNA) structure
by Watson and Crick [12] has reshaped a structure of modern biology. As a result
molecular biology has emerged as a clearly de�ned research area. It appeared, how-
ever, that studying DNA structure and functions is impossible without help from other
research disciplines. Because of the discrete nature of DNA (at least on its informa-
tion carrying – genetic level), discrete mathematics appeared to be of special value for
developing tools useful for solving particular problems of molecular biology.
One of the most challenging issues in the above area is to read (recognize) a struc-

ture of human genome, being a DNA chain composed of 3× 109 pairs of nucleotides
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(bases). It should be stressed that only four di�erent types of nucleotides are dis-
tinguished. One of the methods used for reading DNA chains is sequencing by hy-
bridization [2, 4, 5, 8, 10, 12], where chains of several hundreds of nucleotides can be
read with the current technology [9]. The method (as described later) consists of two
phases: biochemical and computational. In the biochemical phase a set of (possibly
all) subchains constituting the DNA chain which is to be read, is found. Then, in the
computational phase these subchains are to be put in order to form the desired chain. It
appeared that one of the approaches used in the second phase may be based on graph
theory [8,10]. More speci�cally, it uses labeled graphs where either vertices or arcs are
labeled by particular DNA subchains. In such graphs either Hamiltonian or Eulerian
paths corresponding to the DNA chains, are looked for. We will refer to these graphs
as DNA graphs. The aim of this paper is to study the properties of DNA graphs which
may be useful from the viewpoint of DNA chain recognition.
The organization of the paper is as follows. Section 2 describes some basic notions

from molecular biology, relevant to the considered topic. Classes of graphs such as
adjoints and directed line-graphs are de�ned and a particular labeling of directed graphs
is considered. A characterization of directed line-graphs is given in Section 3. Results
about the considered labelings are proved in Sections 4 and 5. A slight variation on
the de�nition of the labelings is studied in Section 6. We conclude in Section 7 with
some open problems.

2. Sequencing DNA chains and graph theory

As it is known DNA is a double helix in which the two coiled strands (chains) are
composed each of only four di�erent molecule types – nucleotides. Every nucleotide
consists of phosphate, sugar and one of the following bases: adenine (abbreviated A),
guanine (G), cytosine (C) and thymine (T). The two chains are held together by
hydrogen bonds which exist only between pairs of complementary bases, which are
A–T and C–G. It follows that knowing one chain, the other (complementary) can be
easily reconstructed.
As we mentioned, one of the methods of recognition of the primary structure of DNA

(i.e. a sequence of nucleotides) is sequencing by hybridization. Its biochemical phase is
based on the property of single-stranded acids to form a complex with a complementary
strand of nucleic acid. All short fragments of nucleic acids (oligonucleotides) of length l
(a library composed of 4l subchains) are used in the hybridization experiment and thus,
the formation of the complex indicates the occurrence of a sequence complementary
to the oligonucleotide in the DNA chain. It is detected by a nuclear or spectroscopic
detector. As a result of the experiment one gets a set (called Spectrum) of all l-long
oligonucleotides which are known to hybridize with the investigated DNA sequence N
of length n (i.e. they are substrings of string N ). In case of ideal data (when no l-long
oligonucleotide appears more than once in the sequence) we have thus |Spectrum| =
n− l+ 1 (We will not consider here experiments with errors).
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Fig. 1. The graph H for the example TCACAGG.

Fig. 2. The graph G for the example TCACAGG.

Now comes the computational phase, where for a given Spectrum one should re-
construct an unknown sequence N . The �rst approach to this problem based on graph
theory, has been described by Lysov et al. [6]. They have proposed to formulate the
problem of �nding original sequence N as the problem of looking for a Hamiltonian
path in a special graph. A directed graph H is built from Spectrum as follows: each
oligonucleotide from Spectrum becomes a vertex, two vertices are connected by an
arc if the l− 1 rightmost nucleotides of the �rst vertex overlap with the l− 1 leftmost
nucleotides of the second one. A Hamiltonian path found in this graph corresponds to
a proper sequence of elements of the Spectrum, i.e. a possible solution.
To illustrate this procedure let us consider the original sequence TCACAGG of

length n= 7. After the hybridization with oligonucleotides of length l= 3 we get full
Spectrum {TCA,CAC,CAG,ACA,AGG}. Graph H constructed by this method is as
shown in Fig. 1. The only Hamiltonian path in this graph is TCA→ CAC → ACA→
CAG → AGG from which the original sequence can be read.
The above approach, however, leads to an exponential-time algorithm since looking

for a Hamiltonian path is in general strongly NP-complete [6]. Fortunately, Pevzner has
observed that in this particular case one can treat graph H as a directed line graph of a
certain original graph G. Now, graph H can be transformed into graph G, each vertex
of H corresponding to an arc of G (the set of arcs in the new graph corresponds,
in fact, to the Spectrum). The arc connects vertices labeled as l − 1 left and l − 1
right nucleotides of the oligonucleotide corresponding to this arc. As a result of the
transformation one gets the new graph in which a Eulerian path is looked for. This
reduces the complexity of the algorithm solving the DNA sequencing problem since
�nding a Eulerian path can be done in polynomial time. Coming back to our example
we have the graph G given in Fig. 2.
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Fig. 3. A graph G and its adjoint G′.

The Eulerian path is TC → CA → AC → CA → AG → GG from which the same
original sequence can be obtained.
The above approach raised some interesting questions in graph theory itself. They

are concerned with the above class of labeled graphs which will be referred to as
DNA graphs in the following. Speci�cally, one is interested in the characterization
and recognition of these labeled graphs as well as in �nding conditions for which
the above transformation is possible. In the paper, these issues will be studied for
unbounded and bounded alphabets used for graph labeling. Before doing this, we will
set up the subject more formally in terms of graph theory. The de�nitions not given
here can be found in [3]. Note that by graph, we mean directed graph. The following
de�nitions will be used.

De�nitions (Berge [3]). A graph is a p-graph if given any ordered pair x; y of vertices
(x possibly equal to y), there are at most p parallel arcs from x to y.
The adjoint G′=(V;U ) of a graph G=(X; V ) is the 1-graph with vertex set V and

such that there is an arc from a vertex x to a vertex y in G′ if and only if the terminal
endpoint of the arc x in G is the initial endpoint of arc y in G.
A graph G′ is an adjoint if there exists some graph G such that G′ is the adjoint of G.

An example of a graph G and its adjoint G′ is given in Fig. 3.

Notation. Let G=(V;U ) and x ∈ V , then N+(x)= {y ∈ V | (x; y) ∈ U} and N−(x)=
{y ∈ V | (y; x) ∈ U}.

De�nition 1. A graph is a directed line-graph (or line digraph for some authors [7])
if and only if it is the adjoint of a 1-graph.

De�nition 2. Let k ¿ 1 and �¿ 0 be two integers. We say that a 1-graph H =(V;U )
can be (�; k)-labeled if it is possible to assign a label (l1(x); : : : ; lk(x)) of length k to
each vertex x of H such that

1. li(x) ∈ {1; : : : ; �} ∀i ∀x ∈ V ;
2. all labels are di�erent, that is (l1(x); : : : ; lk(x)) 6= (l1(y); : : : ; lk(y)) if x 6= y;
3. (x; y) ∈ U ⇔ (l2(x); : : : ; lk(x)) = (l1(y); : : : ; lk−1(y)).

De�nition 3. Given two integers k ¿ 1 and �¿ 0, L�
k is the class of 1-graphs that

can be (�; k)-labeled.
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Notice that L�
k ⊆ L

�
k ∀�¿� since {1; : : : ; �} ⊂{1; : : : ; �}. Given an integer k ¿ 1,

we denote by L∞
k the set of 1-graphs H for which there exists an integer �¿ 0

such that H can be (�; k)-labeled. Since the graphs considered have a �nite number n
of vertices and each vertex gets k label components, a graph belonging to L∞

k also
belongs to Lnk

k . Thus for a graph in L∞
k , we know that it can be (∞; k)-labeled with

label components li(x) ∈ {1; : : : ; nk} ∀i ∀x ∈ V .
As DNA uses only four letters, we consider the special case where � = 4. For this

special case, all label components will be chosen in the set {A; C; G; T} instead of
{1; 2; 3; 4}.

De�nition 4. A graph H is a DNA-graph if and only if ∃k ¿ 1 such that H ∈ L4
k .

3. Characterization of directed line-graphs

In this section, it is shown that directed line-graphs can be recognized in polynomial
time on the basis of a characterization involving forbidden partial subgraphs.
The following theorem explains why adjoints are interesting:

Theorem 1. Let H be the adjoint of graph G. Then there is an Eulerian path=circuit
in G if and only if there is a Hamiltonian path=circuit in H.

The proof is immediate from the de�nitions.
Since directed line-graphs are special cases of adjoints, we get the following corol-

lary:

Corollary 1. Let H be the directed line-graph of a 1-graph G. Then there is a Eu-
lerian path=circuit in G if and only if there is a Hamiltonian path=circuit in H.

Since the problem of �nding a Eulerian path=circuit in a graph (if any) can be solved
in polynomial time, it follows that the problem of �nding a Hamiltonian path=circuit
in an adjoint is also polynomially solvable. It may therefore be interesting to know if
adjoints can be recognized in polynomial time. The following theorem, whose proof
can be found in [3], shows that the answer is positive:

Theorem 2 (Berge [3]). A 1-graph H = (V;U ) is the adjoint of a graph if and only
if the following holds for any pair x; y of vertices in V :

N+(x) ∩ N+(y) 6= ∅⇒N+(x) = N+(y):

The above theorem implies that if each vertex x of H is split into two new vertices
x′ and x′′, and if each arc (x; y) is replaced by an arc (x′; y′′), then one gets a collection
of vertex-disjoint complete bipartite graphs and isolated vertices. An example of this
is given in Fig. 4.
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Fig. 4. An adjoint H and the result of its decomposition.

Fig. 5. The graphs S, S′ and S′′.

Notice that the above characterization is essentially the Monge condition for ow
problems [1].
By de�nition, an adjoint is not necessarily a directed line-graph. As an example, one

can easily check that the graphs S, S ′ and S ′′ of Fig. 5 are adjoints but not directed
line-graphs:
The next theorem characterizes which adjoints are directed line-graphs.

Theorem 3. An adjoint is a directed line-graph if and only if it contains neither of
the graphs S; S ′ or S ′′ of Fig. 5 as partial subgraph.

Proof. (⇒) Assume H is the directed line-graph of a 1-graph G. Suppose that H
contains S or S ′ as a partial subgraph. Then the arcs b and c of G, corresponding to
the vertices b and c of S or S ′, must have the same initial endpoint since the arcs (a; b)
and (a; c) belong to S or S ′; this common initial endpoint is the terminal endpoint of
the arc a of G. But as the arcs (b; d) and (c; d) belong to S and arcs (b; a) and (c; a)
belong to S ′, the arcs b and c of G must also have the same terminal endpoint. This is
in contradiction with the fact that G is a 1-graph. Similarly, suppose that H contains
S ′′ as a (partial) subgraph. Since there is a loop on vertices b and c of H , the arcs b
and c of G must be loops themselves. These loops must be on the same vertex of G
in order to have S ′′ in H , and G is no longer a 1-graph.
(⇐) Let H be the adjoint of a graph G and assume that H contains neither S nor S ′

nor S ′′ as partial subgraph. If G is a 1-graph, the proof is completed. Hence, assuming
that G is not a 1-graph, we only need to construct a 1-graph G′ such that H is also
the adjoint of G′. This is done in the following way. We �rst set G′ equal to G. Then,
as long as G′ is not a 1-graph, we consider any pair x; y of vertices in G′ with at least
two parallel arcs linking x to y. Since S ′′ is not a subgraph of H , these two vertices x
and y are distinct. Moreover, we have N−(x) = ∅ or N+(y) = ∅. Indeed, if this is not
the case, then there is in G′ an arc a entering x and an arc d leaving y. Let b and c
be two parallel arcs linking x to y. If a 6= d, the arcs a, b, c and d form the partial
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subgraph S in the adjoint H of G′, a contradiction. If a= d, the arcs a, b and c form
the partial subgraph S ′ in H , also a contradiction.
Therefore, we have N−(x)=∅ or N+(y)=∅ and we can apply the following changes

to G′, where e1; : : : ; ep (p¿ 1) are the parallel arcs from x to y:

if N−(x) = ∅ then
replace x by x1; : : : ; xp and each arc ei by an arc (xi; y) i = 1; : : : ; p;

replace each arc (x; z); with z 6= y; by an arc (xi; z) for some i;
else (∗N+(y) = ∅∗)

replace y by y1; : : : ; yp and each arc ei by an arc (x; yi) i = 1; : : : ; p;

replace an arc (z; y); with z 6= x; by an arc (z; yi) for some i;

After these changes, H is still the adjoint of G′. Indeed, the above changes do not
disconnect two arcs of G′ that formed a path. Moreover, the number of parallel arcs is
strictly decreased; thus after a �nite number of steps, the graph G′ will be the 1-graph
we are looking for.

Corollary 2. A 1-graph is a directed line-graph if and only if the following holds for
any pair x; y of vertices:

N+(x) ∩ N+(y) 6= ∅ ⇒ (N+(x) = N+(y) and N−(x) ∩ N−(y) = ∅):

Proof. (⇒) Since the graph is a directed line-graph, it is also an adjoint and therefore,
by Theorem 2, N+(x) ∩ N+(y) 6= ∅ already implies N+(x)=N+(y). It is easy to check
that if for a pair of vertices x; y we have N+(x)=N+(y) 6= ∅ and N−(x) ∩ N−(y) 6= ∅,
then the graph must contain S, S ′ or S ′′ of Fig. 5 as partial subgraph, contradicting
Theorem 3.
(⇐) By Theorem 2, we know that the graph must be an adjoint. Moreover, since

in all three graphs S, S ′ and S ′′ there is a pair of vertices b and c such that N+(b) ∩
N+(c) 6= ∅ and N−(b) ∩ N−(c) 6= ∅, the given graph cannot have S, S ′ or S ′′ as
partial subgraph and is therefore a directed line-graph.

It follows from this corollary that recognizing directed line-graphs can be done in
O(n3) time.

4. Classes L∞
k

In the next sections we will only consider 1-graphs. In order to simplify the reading,
we will use the term ‘graph’ to mean ‘1-graph’ when no confusion occurs.
In this section, we shall consider classes L∞

k , that is without any upper bound on
the values (size of the alphabet) of the label components.
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Theorem 4. Let G be a graph belonging to L∞
k with k ¿ 1; and let H be its directed

line-graph. Then H belongs to L∞
k+1.

Proof. Consider any (∞; k)-labeling of G, and any arc (xi; xj) in G. Let (l1(xi); l2(xi);
: : : ; lk(xi)) and (l1(xj); : : : ; lk−1(xj); lk(xj)) be the labels assigned to the vertices xi and
xj. We assign the label (l1(xi); l2(xi); : : : ; lk(xi); lk(xj)) to vertex v= (xi; xj) in H . We
prove now that this is a (∞; k+1)-labeling of H . First notice that each label has length
k + 1. Moreover, since G is a graph belonging to L∞

k , it follows that all labels in H
are di�erent. It remains to prove that (va; vb) is an arc in H if and only if the k last
label components of va are equal to the k �rst label components of vb.
Let va = (xp; xq) and vb = (xr; xs) be two vertices of H . Since xq is a successor of

xp in G, we know that (l2(xp); : : : ; lk(xp)) = (l1(xq); : : : ; lk−1(xq)). We now have the
following equivalences:

(va; vb) is an arc of H

⇔ vertices xq and xr are the same
⇔ the label (l1(xr); l2(xr); : : : ; lk(xr); lk(xs)) of vb is equal to (l1(xq); l2(xq); : : : ;

lk−1(xq); lk(xq); lk(xs)), which is equal to (l2(xp); : : : ; lk(xp); lk(xq); lk(xs)) according
to the above remark
⇔ the k last label components of the label (l1(xp); l2(xp); : : : ; lk(xp); lk(xq)) of va

are the same as the k �rst label components of vb.

Theorem 5. A graph is a directed line-graph if and only if it belongs to L∞
2 .

Proof. (⇒) Let H be a directed line-graph of a graph G. Each vertex v corresponds
to an arc (xi; xj) of G. It is easy to verify that, by assigning label (i; j) to vertex
v = (xi; xj), one gets a (∞; 2)-labeling of H , where all labels are di�erent since G
does not contain parallel arcs.
(⇐) Consider a (∞; 2)-labeling of a graph H ∈ L∞

2 . Without loss of generality, we
may assume that all label components belong to the set A = {1; : : : ; �} where �62n.
We now construct a graph G = (A; V ) in the following way: there is an arc from a
vertex i to a vertex j in G if and only if there is a vertex with label (i; j) in H . G is
a 1-graph since all labels of H are di�erent, and it follows from the construction that
H is the directed line-graph of G.

Theorem 6. Let k be an integer ¿ 2. Then L∞
k ⊂L∞

d for d= 2; : : : ; k − 1.

Proof. It is enough to prove that L∞
k ⊂L∞

k−1 for k ¿ 2.
Let H be a graph in L∞

k and consider any (∞; k)-labeling of H . Without loss
of generality, we may assume that all label components belong to A = {1; : : : ; �},
with �6nk. Let � be an isomorphism from A × A to A′ = {1; : : : ; �2}. A (∞; k −
1)-labeling of H can be constructed in the following way, where all label compo-
nents are chosen in the set A′: we transform each label (l1(v); : : : ; lk(v)) of a vertex
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Fig. 6. The graph H is a counterexample of the converse of Theorem 4.

v into the label (m1(v); : : : ; mk−1(v)) where mi(x) =�(li(v); li+1(v)). Hence H belongs
to L∞

k−1.
Up to this point, we have proved that L∞

k ⊆L∞
k−1. We now show that this inclu-

sion is strict. Let H be a graph with vertex set {a; x1; x2; : : : ; xk−1; y1; y2; : : : ; yk−1; b}
and made of two paths (a; x1; x2; : : : ; xk−1; b) and (a; y1; y2; : : : ; yk−1; b) linking a to b.
This graph can be (∞; k − 1)-labeled by assigning the following labels to the vertices
of H :

l(a) = (1; 2; : : : ; k − 1);

l(xi) = (i + 1; i + 2; : : : ; k − 1; 2k − 1; k; k + 1; : : : ; k + i − 2);

l(yi) = (i + 1; i + 2; : : : ; k − 1; 2k; k; k + 1; : : : ; k + i − 2);

l(b) = (k; k + 1; : : : ; 2k − 2):

However, H 6∈ L∞
k . Indeed, assume H can be (∞; k)-labeled. Since the k − 1 �rst

label components of a vertex xi are equal to the k − 1 last label components of its
predecessor, it follows that the k − i �rst label components of a vertex xi are equal to
the k − i last label components of vertex a. Also, the i last label components of xi are
equal to the i �rst label components of vertex b. The same applies to vertex yi. Hence
vertices xi and yi have the same label, which implies that there should be an arc from
xi to yi+1 for 16i6k − 2, a contradiction.

Notice that the converse of Theorem 4 is not true. Indeed, a (7; 3)-labeling of a
graph H is represented in Fig. 6, hence H ∈ L∞

3 . By Theorem 6, we know that H
also belongs to L∞

2 , which means, by Theorem 5, that H is a directed line-graph of
a graph G. Let a be the terminal endpoint of arc x2 in G, and let b be the initial
endpoint of arc x5 in G. Vertices a and b have a common successor, which is the
terminal endpoint of both arcs x3 and x5. However, the terminal endpoint of arc x1 is a
successor of a, but not of b. By Theorem 2, G is not an adjoint, hence not a directed
line-graph. It follows from Theorem 5 that G 6∈ L∞

2 . In summary, H is the directed
line-graph of G with H ∈ L∞

3 and G 6∈ L∞
2 .

Given a graph H and an integer k ¿ 1, we now give an algorithm, called PROPAGATION
ALGORITHM, that determines whether or not H belongs to L∞

k . If H ∈ L∞
k , then the

algorithm produces a (∞; k)-labeling of H .
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PROPAGATION ALGORITHM:

1. set li(v) = 0 for each vertex v in H and for all i = 1; : : : ; k; set �:=0;
2. while there exists a vertex v in H with a label component equal to 0 do

set �:=�+ 1;
choose a label component lq(v) equal to 0 and �x lq(v):=�;
determine the set L containing all pairs (v; i) such that li(v) = 0
and either v has a successor w with li−1(w) = � or v has a predecessor w
with li+1(w) = �; while L 6= ∅ do

choose any pair (v; i) in L, set li(v):=� and update L;
3. if two vertices have the same label then STOP: H 6∈ L∞

k ;
4. if no arc is linking vertex v to vertex w in H while (l2(v); : : : ; lk(v))=(l1(w); : : : ;
lk−1(w)) then STOP: H 6∈ L∞

k ;
5. STOP: a (∞; k)-labeling of H has been determined.

Theorem 7. PROPAGATION ALGORITHM works correctly and has O(n2k) complexity.

Proof. At each iteration of step (2), a number � is propagated along the arcs in order
to satisfy the condition: (v; w) is an arc of H ⇒ (l2(v); : : : ; lk(v))=(l1(w); : : : ; lk−1(w)).
Thus the assignments done in (2) are all necessary. If two vertices get the same label,
then the algorithm has to be stopped since this is not allowed. It remains to check
that (l2(v); : : : ; lk(v)) = (l1(w); : : : ; lk−1(w)) ⇒ (v; w) is an arc of H . If this is not
the case, the algorithm stops at step (4). This in particular occurs when H is not an
adjoint.
Step (2) can be performed in O((n + m)k). Indeed, consider the undirected graph

H ′ obtained from H as follows: for each vertex v of H , put k vertices v1; : : : ; vk in
H ′; for each arc (v; w) of H , put k−1 edges (v2; w1); : : : ; (vk ; wk−1) in H ′. Performing
step (2) is equivalent to associating a di�erent label to every connected component
of H ′. This can be done using Tarjan’s algorithm [11]. Since steps (3) and (4) have
O(n2k) complexity, it follows that the overall complexity of PROPAGATION ALGORITHM is
O(n2k):

While Theorem 5 proves that graphs belonging to L∞
2 can be recognized in poly-

nomial time, Theorem 7 proves that recognition of graphs in L∞
k can be performed in

O(n2k) time. The proof of Theorem 5 (the ‘if ’ part), combined with the PROPAGATION

ALGORITHM, shows that, given a directed line-graph H , it is easy to �nd a graph G such
that H is the directed line-graph of G.

5. Classes L�
k

In the previous section, we have studied the case where there is no upper bound for
the size of the alphabet used for the label components. In the case of DNA graphs, all
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label components must be chosen in the set {1; 2; 3; 4} ≡ {A; C; G; T}. Notice �rst that
by de�nition of L�

k , we have L�
k ⊆L�′

k for all �
′¿�. It follows from Theorem 6 that

L�
k ⊂L∞

2 for any k ¿ 2 and �¿ 0. Moreover, as already mentioned in Section 2, if
a graph H with n vertices belongs to L∞

k , then it also belongs to Lnk
k . In fact, this

last property can be improved as stated in Theorem 8.

Theorem 8. If H ∈ L∞
k then H ∈ L

n+p(k−1)
k where n is the number of vertices and

p the number of connected components of the underlying undirected graph.

Proof. Assume that H = (V;U ) ∈ L∞
k . We will consider a sequence H0; : : : ; H|U | of

graphs, where H0 = (V; ∅) and Hi is obtained from Hi−1 by adding an arc of H not
already in Hi−1. Notice that H|U | = H . These arcs are added in a particular order.
If there is an arc (v; w) ∈ U such that exactly one of its endpoints is isolated in
Hi−1, than such an arc is added to Hi−1 for getting Hi. If this is not the case, then
we look for an arc (v; w) ∈ U such that both endpoints are isolated in Hi−1. If such
an arc exists, we add it to Hi−1 for getting Hi. Otherwise, any arc is chosen for
generating Hi.
Since H contains p connected components, it follows that Hn−p is a maximal

forest in H . We now prove by induction that the number of distinct values in any
(∞; k)-labeling of Hi is at most equal to nk − (k − 1)i and that this bound is sharp
for i6n − p. The result is clear for i = 0 since it is su�cient to give distinct values
to all label components. Suppose now that the result is true for i− 1¡n−p, and let
(v; w) ∈ U be the arc added to Hi−1 for getting Hi. Since at least one of its endpoints
is isolated in Hi−1, we consider two cases. If v is isolated, the k − 1 last label com-
ponents of v can no longer be di�erent from the k − 1 �rst label components of w.
Otherwise, w is isolated and the k − 1 �rst label components of w can no longer be
di�erent from the k − 1 last label components of v. Hence the upper bound has to be
decreased by exactly k − 1 units and remains sharp.
This proves that the number of distinct values in any (∞; k)-labeling of Hn−p is

at most equal to nk − (k − 1)(n − p) = n + p(k − 1). Since adding arcs to Hn−p for
getting H|U | = H can only reduce this bound, we have H ∈ L

n+p(k−1)
k :

Notice that the end of the proof of Theorem 8 shows that in any (�; k)-labeling of
a graph H with n vertices and p connected components, at least � − (n + p(k − 1))
available values are not used.
It is proved in Theorem 6 that L∞

k ⊂L∞
k−1. However, this is no longer the case

when the maximum value of the label components is �xed to an integer �¿ 0. For ex-
ample, it is easy to check that the circuit C3 on three vertices belongs to L2

3 but not to
L2
2. The following observation shows that the situation is even worse. Consider a graph

H and assume that there are three integers k1; k2; � such that k2¿k1 + 1; �¿ 0; H ∈
L�
k1 and H ∈L�

k2 . It may happen that H 6∈L�
k with k1¡k¡k2. An example is given

in Fig. 7 where a (2,4)-labeling and a (2,6)-labeling of a graph H are represented.
For proving that this graph does not belong to L2

5, we �rst propagate value 1 starting
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Fig. 7. A graph in L2
4 and L2

6, but not in L2
5.

from the last component of vertex x1. The result of this propagation is given in Fig.
7(c). Since x6 and x8 have a common successor and must receive di�erent labels, it
follows that their �rst label components must be di�erent, which means that the �rst
label component of x6 must be equal to 2. By propagating this value, we get the partial
labeling represented in Fig. 7(d). Again, since x2 and x8 have a common predecessor,
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this means that their last label components must be di�erent. Hence the last label com-
ponent of x8 must be equal to 1. The result of its propagation is given in Fig. 7(e).
Finally, since there is no loop on x8, its middle label component must be equal to 2
and we get a labeling with the same label on x3 and x5 which is of course not allowed.
A question that naturally arises is the following one: knowing that a graph H is

in L∞
k , which is the smallest integer � such that H is in L�

k? This number will be
denoted �k(H). It has been shown in the proof of Theorem 6 that �k−1(H)6�2k(H).
Hence we get the following property:

Property. If H ∈ L∞
k , then H 6∈ L�

k ∀�¡ d√�k−1(H) e:
As already proved, �k(H) exists and is such that 16�k(H)6n + p(k − 1) where

n is the number of vertices in H and p is its number of connected components. The
PROPAGATION ALGORITHM described in Section 4 delivers an integer � such that H ∈ L

�
k .

However � can be strictly larger than �k(H). For example, it is easy to check that
� = 4 and �k(H) = 2 if H is the circuit on four vertices and k = 3.
We do not know any polynomial algorithm for determining �k(H). However, if k=2,

the problem can be solved in polynomial time as shown below.

Theorem 9. Let H ∈ L∞
2 ; and consider the induced subgraph H1 obtained from H

by removing all isolated vertices without a loop. The problem of determining �2(H1)
can be solved in polynomial time.

Proof. Let us �rst apply PROPAGATION ALGORITHM to H1 in order to determine an upper
bound � for �2(H1). The numbers used in this (�; 2)-labeling l can be partitioned into
three sets:
S= the numbers that only appears as �rst component of the labels;
T= the numbers that only appear as last component of the labels;
I = {1; : : : ; �} \ (S ∪ T ).
Notice that the value of the �rst label component of a vertex v belongs to S if and

only if v is a source in H1. Also, the value of the last label component of a vertex
v belongs to T if and only if v is a sink. Moreover, an integer i belongs to I if and
only if there exists an arc (v; w) where l2(v) = l1(w) = i.
The PROPAGATION ALGORITHM is not necessarily optimal for the following reason. Each

time the main loop of step (2) is performed, a new integer is considered. However
the same integer, or even a smaller one, could perhaps also be used. This means that
some integers in the set {1; : : : ; �} can be replaced by others, without losing the fact
that we have a labeling. The possible replacements are de�ned in the following claim.

Claim. Consider a (�; 2)-labeling of H1 and let i and j be two distinct integers in
{1; : : : ; �}. If the labeling obtained by replacing all occurrences of i by j is also a
(�; 2)-labeling; then either {i; j}⊆ S or else {i; j}⊆T .
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Proof. Assume i ∈ S and j 6∈ S. As described above, there exists a source v such that
l1(v)= i and a vertex w (possibly equal to v) such that l2(w)= j. If i is replaced by j,
then there must exist an arc (w; v). Hence v is not a source, a contradiction.
Similarly, if i ∈ T and j 6∈ T then there exists a sink v such that l2(v) = i and a

vertex w (possibly equal to v) such that l1(w) = j. If i is replaced by j, then there
must exist an arc (v; w). Hence v is not a sink, a contradiction.
Finally, if both i and j belong to I; there must be two vertices v and w (not neces-

sarily distinct) with l1(v)= i and l2(w)= j. If i is replaced by j, then there must exist
an arc (w; v). But if such an arc exists then PROPAGATION ALGORITHM would have given
the same value min{i; j} to both l1(v) and l2(w). Since i and j are supposed to be
distinct, we get a contradiction.
Hence the only possible cases are {i; j}⊆ S and {i; j}⊆T; and this concludes the

proof of the claim.

Let H s1 be the subgraph of H1 induced by the sources and their successors. It follows
from Theorem 2 that H s1 is the union of node-disjoint complete bipartite graphs. Sources
having a common successor must have di�erent values for their �rst label component
(since otherwise two vertices in H1 would have the same label). However, two sources
belonging to two di�erent connected component of H s1 can have the same value for
their �rst label component. Let Vs be the largest set of sources having a common
successor and let D1 be the set of values of the �rst label components of the vertices
in Vs. We now modify the (�; 2)-labeling in the following way. Given any connected
component C of H s1 , we change the value of the �rst label components of the sources
in C by using di�erent values chosen in D1.
Similarly, let VT be the largest set of sinks having a common predecessor and let

D2 be the set of values of the last label components of the vertices in VT . The value
of the last label components of the sinks are chosen in D2 in such a way that no two
sinks having a common predecessor receive the same value.
It follows from the above observation that |D1| is the minimum number of di�erent

values needed for the �rst label components of the sources in any labeling of H1.
In other words, one can use |D1| instead of |S| di�erent values for the �rst label
components of the sources. Similarly, |D2| is the minimum number of di�erent values
needed for the last label components of the sinks in any labeling of H1.
Notice that the values used for the �rst label components of the sources must be

di�erent from the values used for the last label components of the sinks. Moreover,
according to the claim, none of the |D1| + |D2| values can be replaced by a value
in I . Also, since H1 does not contain any isolated vertex without a loop, at most
one component of a label of a vertex has been modi�ed when reducing the number
of di�erent values in the (�; 2)-labeling. Therefore all labels of the new labeling are
di�erent.
It follows that �2(H1)=|I |+|D1|+|D2|. This number can be computed in polynomial

time and this concludes the proof.
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In the previous theorem, isolated vertices without a loop have been ignored. We now
also take these vertices into account.

Theorem 10. Let H ∈L∞
2 . The problem of determining �2(H) can be solved in poly-

nomial time.

Proof. Let H = (V;U ) be a graph in L∞
2 and let V ′ be the subset of vertices in H

that are not the endpoint of at least one arc. Let H1 be the subgraph of H induced by
V \V ′. Consider a (�2(H1); 2)-labeling of H1. Let S; T and I be the same sets as those
used in the proof of Theorem 9. Notice that |S| is equal to the maximum number of
sources in H having a common successor. Also |T | is equal to the maximum number
of sinks in H having a common predecessor.
The value of the �rst label component of a vertex in V ′ cannot belong either to I

or to T . Indeed, if this was the case, there would be an arc in H entering this vertex.
Similarly, the value of the last label component of a vertex in V ′ cannot belong either
to I or to S.
If the label of a vertex in V ′ belongs to S × T , then this label is di�erent from the

label of any vertex in V \V ′. This follows from the fact that no vertex in H1 is both
a source and a sink.
Consider now a (�; 2)-labeling of H and let n1 (resp. n2) denote the number of

values that only appear as �rst (resp. last) component of a label. Hence, we have
�= |I |+ n1 + n2. Since |I | is �xed, the smallest � is obtained by minimizing n1 + n2.
Notice that n1¿|S| and n2¿|T |. Also, n1 ∗ n2¿|V ′| since every vertex in V ′ must
receive a di�erent label. It is not di�cult to check that the minimum value of � (that
is �2(H)) is equal to n1 + n2, where n1 and n2 are computed as follows:

if |S|¿|T | then n1 =max{d
√

|V ′|e; |S|} and n2 = max
{⌈ |V ′|

n1

⌉
; |T |

}

else n2 =max{d
√

|V ′|e; |T |} and n1 = max
{⌈ |V ′|

n2

⌉
; |S|

}
;

It follows from Theorem 9 that |I |; |S| and |T | can be computed in polynomial time.
Hence this is also the case for n1; n2 and �2(H), and this concludes the proof.

It may be useful to summarize the procedure which, given a graph H ∈L∞
2 , deter-

mines �2(H) in polynomial time:
(1) apply PROPAGATION ALGORITHM on H1 (see Theorem 9) to determine I ;
(2) set |S| equal to the maximum number of sources in H1 having a common

successor, and |T | equal to the maximum number of sinks in H1 having a common
predecessor;
(3) compute n1 and n2 as described in Theorem 10;
(4) set �2(H) = |I |+ n1 + n2.
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Fig. 8. An illustration of the determination of �2(H).

This procedure is illustrated in Fig. 8 the graph H is described in (a), and the
(6; 2)-labeling of H1 obtained by means of PROPAGATION ALGORITHM is represented in
(b). Since |I |= |S|=2 and |T |=1, we have n1=n2=2 and �2(H)=6. A (6; 2)-labeling
of H is illustrated in (c). Notice that in the optimal labeling of H given here, both
sinks have the same value for their last label component.

6. A relaxation

In De�nition 2 it is imposed that all vertices must get di�erent labels. This constraint
was motivated by a biological background, as explained in Section 2. We now present
results where this constraint is relaxed. Proofs are not given since they are similar to
those given in the previous sections.

De�nition 2′. Let k ¿ 1 and �¿ 0 be two integers. We say that a 1-graph H =(V;U )
can be (�; k)-free-labeled if it is possible to assign a label (l1(x); : : : ; lk(x)) of length
k to each vertex x of H such that

1. li(x) ∈ {1; : : : ; �} ∀i ∀x ∈ V ;
2. (x; y) ∈ U ⇔ (l2(x); : : : ; lk(x)) = (l1(y); : : : ; lk−1(y)).

De�nition 3′. Given two integers K ¿ 1 and �¿ 0, L̃�
k is the class of 1-graph that

can be (�; k)-free-labeled.
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Fig. 9. Graphs H1; H2 and H3.

Obviously, L�
k ⊂L̃�

k for all k ¿ 1 and �¿ 0. Notice that Theorem 4 is no longer
valid. Indeed, consider the graph S of Fig. 5 in which we add an arc from d to a. It is
not di�cult to check that, given any integer k ¿ 1, this graph belongs to L̃∞

k , while
its directed line-graph does not belong to L̃∞

k+1. The statement of Theorems 5 and 6
are modi�ed as follows:

Theorem 5′. A graph is an adjoint if and only if it belongs to L̃∞
2 .

Theorem 6′. Let k be an integer ¿ 2. Then L̃∞
k ⊂L̃∞

d for d= 2; : : : ; k − 1.

If we remove step (3) in PROPAGATION ALGORITHM Theorem 7 remains valid. Moreover,
the graph in Fig. 7 is still an example of a graph that can be (∞; 2)-free-labeled but
not (∞; 3)-free-labeled.
Given a graph H in L̃∞

k , let �̃k(H) denote the smallest integer such that H belongs

to L̃�̃k (H)
k . If we replace �k(H) by �̃k(H) andL�

i by L̃
�
i , all results of Section 5 are still

valid. The proof of Theorems 9 and 10 is however a little easier, since the sets S and T
used in the proofs can be reduced to singletons. More precisely, |D1|=|D2|=n1=n2=1
and a graph in L̃∞

2 needs only |I |+ 2 numbers to be free-labeled.
Let L̃∞

k be the set of graphs for which there exists a (∞; k)-free-labeling where
at least two vertices have equal labels. It follows that L̃∞

k = L̂
∞
k ∪L∞

k . Notice that
L̂

∞
k ∩ L∞

k 6= ∅, L̂∞
k * L̂

∞
k and L∞

k * L̂
∞
k . Indeed, graphs H1; H2 and H3 in

Fig. 9 illustrate these three properties where:

• H1 ∈ L∞
k and H1 6∈ L̂

∞
k ∀k,

• H2 ∈ L̂
∞
k and H2 6∈ L∞

k ∀k,
• H3 ∈ L∞

k and H3 ∈ L̂
∞
k ∀k.

7. Open questions

We conclude with open questions.

Open question 1. Given a graph H ∈ L∞
2 , determine the largest integer L such that

H ∈ L∞
L .

This number L is not necessarily �nite. For example, a circuit can be (∞; k)-labeled
for any integer k ¿ 1. In such a case, we say that H belongs to L∞

∞. We conjecture
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that there exists a threshold value L(H) for which we have H ∈ L∞
L(H) if and only if

H ∈ L∞
∞.

Notice that it follows from Theorems 5 and 10 that graphs in L�
2 can be recognized

in polynomial time for any �¿ 0. We have no such result when exchanging the roles
of k and �.

Open question 2. Given an integer k ¿ 1 and a graph H , is it possible to recognize
whether H belongs toL2

k in polynomial time (where k is not considered as a constant)?

This would allow to determine whether �k(H) is equal to 2 or not. The question of
the determination of �k(H) is more di�cult.

Open question 3. Given an integers k ¿ 1 and a graph H , is it possible to determine
�k(H) in polynomial time (where k is not considered as a constant)?

Open question 4. Given two integers k ¿ 2 and �¿ 1, and a graph H , is it possible
to recognize whether H belongs to L�

k in polynomial time (where k is not considered
as a constant)?

In particular, if � = 4 answering this question would allow recognition of DNA
graphs. Finally, if we know that a graph H belongs to some class L�

k , it could be
interesting to determine if this also the case for di�erent lengths of the labels.

Open question 5. Given two integers k ¿ 1 and �¿ 1, and a graph H ∈ L�
k , determine

all integers k ′ such that H ∈ L�
k′ .
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