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Data analytics pipelines

• Data preparation is the act of manipulating raw data (which may come from 
disparate data sources) into a form that can readily and accurately be analyzed, e.g., 
for business purposes

• Data scientists spend considerable amount of time on data pre-processing (e.g., 
cleaning) before model training
• It is often said that it consumes 80% of the analysis time

e.g., Supervised Learning
i.e., Classification 
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What does it include?
• Likely to include [1]:

• Data discovery: identification of potentially relevant data sources (e.g., similar, join)
• Data extraction: obtaining usable data form challenging and heterog. sources (e.g., deep web)
• Data profiling: understanding basic properties of individual data sets (e.g., keys and relation.)
• Format transformation: resolving inconsistencies in value representations
• Source selection: choosing the data sets that are suitable for the problem at hand
• Matching: identification of data sets that may contain the same type of information
• Mapping: developing transformation programs that remove structural inconsistencies
• Data repair: removal of constraint violations
• Duplicate detection: identification of duplicate entries
• Data integration: integration of data from various sources
• …

3[1] Automating data pre-processing: Can we? Should we? Must we? DOLAP 2020

Data pre-processing for ML [1]
Pre-processing affects the downstream ML application, but it is often unclear how

• It is typically performed for enabling the ML analysis, and not for improving it
• So that, data conforms to the “syntax” of the models 
• Or, works that clean “semantic errors” too, but without taking into account how this impacts the 

subsequent workflow
• There are not many rigorous studies on how exactly pre-processing affects ML

• ML community usually focuses on developing ML algorithms that are robust to some particular 
noise types of certain distributions

• Database (DB) community has been mostly studying the problem of data cleaning alone without 
considering how data is consumed by downstream ML analytics (except some recent works like 
ActiveClean [SIGMOD ‘16], Learn2Clean [WWW ‘19], CleanML [ICDE ‘21], etc.) 

4[1] CleanML: A Benchmark for Evaluating the Impact of Data Cleaning on ML. ICDE 2021
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Transformations from Weka (filters) [default parametrizations]

Operator Technique Attributes Input Type Output Type

Discretization Supervised Local Continuous Categorical
Discretization Unsupervised Local Continuous Categorical
Nominal to Binary Supervised Local Categorical Continuous
Nominal to Binary Unsupervised Local Categorical Continuous
Normalization Unsupervised Global Continuous Continuous
Standardization Unsupervised Global Continuous Continuous
Replace Missing Values Unsupervised Global Continuous Continuous
Replace Missing Values Unsupervised Global Categorical Categorical
PCA Unsupervised Global Continuous Continuous

…

Pre-processing impact on ML (1/3)
Pre-processing transformations

5

Pre-processing impact on ML (2/3)

Weka.PART Weka.Logistic Weka.IBkWeka.NaiveBayesWeka.J48

~500 datasets, ~25000 transformations in total

• Impact of different transformations on classification accuracy [1]

6[1] Bilalli B., Abelló A. et al. Intelligent assistance for data pre-processing. CSI 2018



4/15/2021

4

Weka.PART Weka.Logistic Weka.IBkWeka.NaiveBay
es

Weka.J48

• Distributions of impacts on classification accuracy [1]

~500 datasets, ~25000 transformations in total

Pre-processing impact on ML (3/3)

7[1] Bilalli B., Abelló A. et al. Intelligent assistance for data pre-processing. CSI 2018
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Legend

Impact per transformation type per algorithm

8[1] Bilalli B., Abelló A. et al. PRESISTANT: Learning based assistant for data pre-processing. DKE 2019
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Learning 
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Classification Algorithms &

Datasets

(Meta) Learning the impact of transformations
PRESISTANT Architecture [1]

Good
Bad
Neutral

9[1] Bilalli B., Abelló A. et al. PRESISTANT: Learning based assistant for data pre-processing. DKE 2019

Algorithm 1
performanceDataset characteristics

Dataset characteristics Algorithm 2
performanceAlgorithm 3

performanceDataset characteristics

meta-features meta-response

Target metadata (meta-database)

Dataset characteristics Algorithm …
performanceDataset characteristics Algorithm n

performance

(Meta) Learning the impact of transformations
Meta-database
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1. FEATURE EXTRACTION

latent-features

meta-features

partial correlation 
strength

2. FEATURE SELECTION

11[1] Bilalli B., Abelló A. et al. On the predictive power of meta-features in OpenML. AMCS 2019

• Since, the lower the position, the less valuable it is for the user; use Discounted Cumulative Gain.

• DCG progressively reduces the gain as the rank decreases.

• How close we are to the best ranking?

PRESISTANT results (1)
How much do we gain from top-K ?
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A permutation/ordering π of the gain values GTd on the entire list of transformations in a given 
dataset d, results in the ordered list of gains 
[we are interested in our recommended permutation, best, and worst]
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[1] Bilalli B., Abelló A. et al. PRESISTANT: Learning based assistant for data pre-processing. DKE 2019
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CONCLUSIONS
• The changing end-user landscape [Bulletin 2021]: enterprises want every 

business user (typically non-programmer) in their organization to make 
data-driven decisions, and often in real time.

• DPP is time consuming and has heavy impact on the analysis.
• We proposed an approach to learn the impact of pre-processing 

operators on the final result of the analysis.
• The accuracy of our system is good enough to identify the positive 

transformations, we are especially good in the top ranking.
• The gain obtained from our ranking is on average as close as 73% to the 

best ranking.
• We performed 2.5X better than humans, in practice.

So far, only single transformations were applied to a dataset. 

What about pre-processing pipelines (e.g., chain of 
transformations applied at once)? 

13

Data pre-processing pipelines

• Data pipeline prototypes (logical pipelines) are defined as fixed, ordered sequences 
of kinds of pre-processing transformations, where each kind of transformation can 
be instantiated by a specific set of operators, into executable pipelines (physical pip.)

T1 T2 Tn
…

Prototypes and pipelines

14
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Optimizing pre-processing pipelines
• AutoML experiment: bank-marketing dataset [1]

Start optimizing the 
pre-processing pipeline

15[1] Giovanelli J., Bilalli B., Abelló A.. Effective data pre-processing for AutoML. DOLAP 2021

Optimize the 
alg. hyper-
parameters

Every pipeline prototype is good for some dataset!

16[1] Giovanelli J., Bilalli B., Abelló A.. Effective data pre-processing for AutoML. DOLAP 2021
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Our approach
1. Generate effective pipeline prototypes (study transformations in pairs):

- Framework + Heuristic + Learnt rules
2. Optimize the effective set
3. Select the best one

17[1] Giovanelli J., Bilalli B., Abelló A.. Effective data pre-processing for AutoML. DOLAP 2021

Optimizing pre-processing pipelines

• With 24 times less time budget, our proposed pipeline prototypes were able to obtain results that 
were as good as 90% in the median of the ‘optimal’ ones found through an exhaustive search

18[1] Giovanelli J., Bilalli B., Abelló A.. Effective data pre-processing for AutoML. DOLAP 2021

Effective vs exhaustive pipelines
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Optimizing pre-processing pipelines

19

Pre-processing vs hyper-parameter optimization
• AutoML experiment: 80 datasets from OpenML

NB KNN RF

What is more beneficial? Assigning the whole optimization time to 
hyper-parameter optimization or splitting it with pre-processing?

Conclusions and future work
• The results indicate that pre-processing can boost the performance of 

the ML algorithm; It must be considered as an integral part of the data 
analytics optimization process. 

i. study the characteristics of the datasets that do not react well to data 
pre-processing (find out why)

ii. study more datasets and algorithms to further validate the approach
iii. perform meta-learning to recommend the most useful prototype, or at 

least study the relationship between characteristics of the datasets and 
the effective pipeline prototypes 
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Questions?


