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1. Introduction

Classification problems refer to the assignment of soneenaltives into predefined classes (groups,
categories). Such problems often arise in several appliciiois. For instance, in assessing credit
card applications the loan officer must evaluate the clarstits of each applicant and decide
whether an application should be accepted or rejected.a®isiiliations are very common in fields
such as finance and economics, production management (fault diagnosidiine, customer
satisfaction measurement, data base management and retrieval, etc.

Addressing a classification problem requires the developwieat classification model that
aggregates the characteristics of the alternativesotode recommendations on the assignment of the
alternatives to the predefined classes. The significanadassification problems has motivated the
development of a plethora of techniques for constructing fitaggn models. Statistical techniques
have been dominating the field for many years, but during théwasdecades other approaches have
become popular mainly from the field of machine learning.

The contributions of MCDA are mainly focused on the study aftioniteria classification
problems (MCPs). MCPs can be distinguished form traditionasiitzetion problems studied within
the statistical and machine learning framework in two asfZoounidis and Doumpos, 2002). The
first aspect involves the nature of the characterisiisribing the alternatives, which are assumed to
have the form of decision criteria providing not only a desiom of the alternatives but also some
additional preferential information. The second aspect involbes rtature of the predefined
classification which is defined in ordinal rather than nominahserClassification models developed
through statistical and machine learning techniques often faildess this issues focusing solely on
the accuracy of the results obtained from the model.

The next two sections describe some important issues on thedisepdementation of MCDA
classification methods mainly regarding the existing critaggregation forms, as well as model
development and evaluation issues.

2. Criteria aggregation models

Within the MCDA several criteria aggregation forms havenbpmposed for developing decision
models. These include relational forms, value functions, and rule-based models

Relational models are based on the construction of an outrankingprrefhat is used to
compare the alternatives with some reference profiles clieaizang each class. The reference profiles
are either typical examples (alternatives) of each classamples that define the upper/lower bounds
of the classes. Some typical examples of this approach ingletteods such as ELECTRE TRI (Roy
and Bouyssou, 1993), PROAFTN (Belacel, 2000), PAIRCLAS (Doumpos and Zo@@id4), and
PROMETHEE TRI (Figueira et al., 2004). The main advantage sfaghproach is that it enables the
decision maker (DM) to take into account the non-compensatorgatbaof the decision process and
to identify alternatives with special characteristiootigh the incorporation of the incomparability



relation in the analysis. On other hand, the construction of then&urgarelation requires the
specification of a considerable amount of information which is notyalwasy to obtain.

Value functions have also been quite popular as a criteri@@aggyn model in classification
problems. This approach provides a straightforward methodology tametie classification of the
alternatives. Each alternative is evaluated according tedhstructed value function and its global
evaluation is compared to some value cut-off points in order torpetfe assignment to one of the
predefined classes. Due to their simplicity linear or addiizlele functions are usually considered
(Jacquet-Lagreze, 1995; Zopounidis and Doumpos, 1999, 2000). These provide aegatyaeon
mechanism which is generally easy to understand and implementveioweere has been criticism
on the assumptions underlying the use of such simple models andaliidgy to capture the
interactions between the criteria.

Rule-based models provide a completely different point of view compareel poetious two
approaches. Rule-based models are function-free and they are usuakgedmesymbolic forms,
such as “if ... then ...” decision rules. Recently, in this framework a coenptet well-axiomatized
methodology has been proposed for constructing decision rule preference mwdealsdision
examples, based on the rough sets theory (Greco et al., 1999, 2001). Each fif...." tthecision rule
is composed from a condition part specifying a partial profile on a subseteoiactd which an
alternative is compared using the dominance relation, and a decisisnggesting an assignment of
the alternative to “at least” or “at most” a given class. The maiardgdyge of rule-based models
involves their natural and easy interpretation. On the other hand, however, suthdoou® provide
some form of performance index that will enable the DM to assesddtiea@erformance of the
alternatives. Such information is often needed as a complement faghification of the alternatives
for further decision support.

Obviously, there are different available specifications for the gefam of a multicriteria
classification model and there are also several variations oéttezal schemes described above. Each
approach has advantages and disadvantages, but it would be impossitei gprclear
recommendation for the most appropriate form. This depends solely on thememigref each
decision situation and the nature of the classification problem thanssdered.

3. Modd development and validation

The development and evaluation of a model is a crucial point inssildgea classification problem.
Model development involves the specification of the parameterdqieofmodel, whereas model
evaluation refers to the analysis of the characteristitheofinal model regarding its interpretability
and performance.

Within the traditional MCDA paradigm it is assumed that thadleh is developed through the
co-operation between the decision analyst and the DM. In this tbas®M specifies all the
preferential information that is required to structure and imple the model. For problems of limited
size (small number of alternatives and criteria) as vgelhgroblems of non-repetitive character this
could be a feasible process. However, in many cases, implagenth an approach is cumbersome
with regard to the cognitive effort required by the DM and thee tiequired to elicit preferential
information.

Preference disaggregation techniques (Jacquet-Lagréze akabs,Si2001) have been
successfully applied to address these issues in classifigatiblems. Within this context the DM is
asked to provide some representative decision examples (iafeadternatives). These examples
involve alternatives that are evaluated by the DM and assifiled into the predefined classes. Thus,
each example and its classification provide a representaticheoDM'’s judgment policy and



preferential system. Given that a sufficient number of exariplavailable, it is possible to perform a
disaggregation analysis in order to identify the paramefettse model, such that the model’s results
is as consistent as possible with the DM's classification ofefezence alternatives.

In adopting this kind of approach there are two issues that showularéfeilly considered. The
first involves the measures used to assess the consistetiey mibdel’s results, whereas the second
involves the way that the disaggergation is implemented to optimize ewrtsist

The consistency measure that is most widely used in this opfiionizarocess involves the
classification error rate representing the proportion of ¢fierence alternatives for which there is a
disagreement between the model's outputs and the DM'’s clasisific A number of alternative
measures have also been proposed (e.g., the receiver operating charaxtereti@ctually this is an
active research topic in the classification research (Seleiast Hand, 2000).

Given a selected consistency measure, mathematical progrgrtenhniques (linear and non-
linear) have become popular over the past few years asiaiergffipproach to model development.
These involve the solution of appropriate optimization problemdeatify the optimal parameters of
the models that maximize the selected consistency measureralSéwmear and non-linear
programming formulations have been proposed within this context ®logeiCDA classification
models that are expressed in relational or functional f@ras(et al., 2002, Mousseau and Slowinski,
1998, Zopounidis and Doumpos, 1999, 2000). Rule induction algorithms have also been gmwposed
rule-based models (Greco et al., 1999, 2001).

Of course, it should be emphasized that the definition and optionizafi a consistency
measure for the development of multicriteria classificatiadels in a preference disaggregation
context is not a straightforward process. This means that one shoalohsater the development of a
multicriteria classification model as a simple processratsmme input data are introduced to an
optimization procedure to obtain the optimal model. Carefulyasisaof the estimated model's
parameters is required to ensure that they are in accordéthahevDM's preferential system. This is
a crucial point since it is often observed that a model can be ligh$ystent with the classification of
the reference alternatives, yet its parameters areudiftio interpret from the DM’s point of view. A
classification model that fails this kind of validation is higlikely to be useless in practice, either
because the DM does not feel confident on the structure of the modetause the model’s results
are incorrect. Additional model validation and verification of thedel's performance is also often
necessary using new decision examples, other than referenceataless used during model
development.

A final important issue that needs to be stretched involvatakility and computational
efficiency. As the volume of data increases the tools and gwoes used for developing classification
models should be able to accommodate the need of handling laageetiatn an efficiency way. The
significance of this issue is highlighted by the fact thatdieelopment of a classification model is
performed through an iterative and interactive process. Therefioe implementation of such a
process in real time for large data sets can only be achiévine techniques used for model
development are computationally efficient.

4, Conclusions and per spectives

The research on classification problems has evolved rapidlytioegrast two decades. The MCDA
paradigm has contributed positively in addressing classditaproblems with a multicriteria
character. However, there are still several interestipgs that need further investigation. Up to now,
most MCDA studies have focused on the development of new MCassification methods and new
techniques for model development. Future research should consider issuas thecvalidation of the



new methods and techniques that are developed, the analysis qfatfagireters, their extensions to
large data sets, the connectives between MCDA researclothed disciplines that are related to
classification problems, as well as analysis and recontimeraf the consistency measures used for
the development of multicriteria classification models. Othsues also include the robustness of the
models to changes in the problem data or the parameters of the m#tbadsdeling of classification
problems in dynamic decision environments, as well as the develomhemtthods to assess the
guality that each criterion provide in a classification context.
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