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This third series of our Newsletter, with Joséugiga as Editor, has witnessed the appearance vafna
interesting Forum on the theme of Robustness Amal{RA), which already contains an excellent mix of
articles. Bernard Roy opened the series with aigleteining set of questions (No. 6, Fall 2002), agganied by
Jonathan Rosenhead’s article with the perspectnh the first uses of the “robustness analysigitession,
and followed by Philippe Vincke (No. 8, Fall 2008ho, like Roy, provides us a wide-scope perspeciivine
area. Four contributions followed, one focused ayd®ian inference / decision analysis, the othessem
focused on optimization contexts. This modest ébuation will bring us back to a more general scopenulti-
criteria decision aiding, to share some thoughtsutitthe role that RA can play in such decisionfaidi
processes.

Motivation

RA is motivated by the difficulties in setting tparameter values of decision-aiding models. Indees ,well
known that setting technical and economical parametlues is often problematical: instruments aatissics
can be imprecise (e.g., confidence intervals), mm@gsent can be arbitrary and subjective (e.g., or@gsnoise
pollution), some information (e.g. clinical datajpynbe controversial or contradictory, let alone ertainties
about the future. These are the type of difficaltileat most easily come to our mind when talkinguaiRA in
classical optimization models.

When considering multi-criteria decision aiding, a8 wish to do, we also incorporate in the models
parameters related to the preferences of the echiker (DM). Eliciting parameter values aboutferences
is also problematical. In cognitive terms, the pagters are artifacts whose semantic may be diffitul
understand for the DM, not to mention biases rdldatethe way questions are posed. For him or halyev
judgments are naturally easier to express througtdsvthan through numbers. Furthermore, preferenags
evolve, as they are often unstable outcomes ofsohred internal conflicts in the DM’s mind. Adding these
fundamental difficulties, other constraints of armpragmatic nature may be present, e.g., the Didlistant
to divulge precise parameter values about his praées in public, or his/her time and patiencatbler limited.

Moreover, we often need to address the concerasgobup of actors, rather than a single DM. Thevabo
mentioned difficulties of fixing preference-relatpdrameter values are still present, if not reicéddr by the
diversity of judgments. In such cases, the exigeasfc*hidden agendas” may hinder an open discussimut
parameter values. Even in case of consensus, osebm@aware of phenomena such as groupthink.

Concepts of Robustness Analysis

Sensitivity Analysis (SA) is a traditional answer the difficulties in setting the parameter valués
optimization, it indicates how much the parameteay vary without changing some conclusion of irgerBA
is often seen as a reverse perspective of SAhatwtould depend on the notion of RA that is baiogsidered.
Indeed, we may find multiple perspectives aboutdtwecept. To Rosenhead (No. 6, Fall 2002), RAsEduto
choose one action that leaves many good optionsgasds the choices to be made in the future. Kizuaaed
Yu [7] define robust solution to an optimizatioroptem as the one which has the best performancer umdks
worst case (e.g., max-min rule). Another possipikit proposed by Aloulou et al. in this Forum (N2, Fall
2005). Mulvey et al. [9] differentiate between tipaality of solution robust (that yields always aneptimal
value for every acceptable version of parametaresy| from the quality of model robust (that is @w feasible
or almost feasible for every version). In this Rar@No. 10, Fall 2004), Sevaux and Sdrensen intreduc
concept of solution robustness meaning the soly@oplan) does not change much in optimization o
that are to be repeated regularly. More generHlitgs et al. [6] call for a multicriteria evaluatiof robustness.



The perspectives that are nearer to the rever@Addre Roy’s definition of robust conclusion [11],1@s an
assertion that is valid for set of results compatibith the different model versions envisaged, sficke’s
[13] definition of robust solution as one that iways near (or does not contradict) any other smiubbtainable
using an acceptable version ([13] has also intreddbe notion of robust method).

Here, a version (to use the term recently propdseRoy) of the model (or problem, in Roy’s words)
formally a combination of parameter values definenghodel (e.g., a linear programming model, or kctEe
model). Usually, the model versions are considasedqually acceptable, without attempting to defirimeta-
model” that would attribute different degrees oblmability (or possibility, or importance...) to diffemt
versions.

Rolesfor Robustness Analysis

The role of RA in decision aiding does not seerhdwee been much discussed so far. Most of the pezhBA
approaches can be separated according to the&rpéat (ex-ante vs. ex-post) with respect to usinggthod to
obtain a solution.

One of the possibilities is to consider RA as afamte concern, which amounts to imbed this conoem
model to be optimized. In these cases, usuallyraptition problems, a model is built and an algonitls used
to obtain a solution that is robust according toneopre-specified criterion. The obtained solutioii e
optimal with respect to that criterion (e.g., itmimnizes the maximum cost or the maximum regrenethough
it might never have been optimal for any of thesi@rs considered. Examples of these approaches gre,
[7,9]. An approach that seems particularly prongsis to use several criteria rather than a single @ be
optimized (as [6] suggested).

A second possibility is to consider RA as an extpasicern, substituting or complementing SA, taeass
how robust is a solution derived from a decisiodirag process and to supply additional robust caichs.
Arguably, the first example of this type of approag found in [12]. Such approaches may be usefgluestion
the validity of the recommendation and how its aatibn might change from version to version, pdgsib
identifying its limits and enriching the informatidhat may be provided to the DM. For instancehemathan
saying thatx is the best alternative in a choice problem, oray nmform the DM that all alternatives are
outranked by eithex ory, explaining what are the main differences betwtberversions that favourand those
favouringy, and adding thay is always a relatively good choice, while there aersions whera receives a
poor evaluation.

Before discussing a third possibility, we may ntbtat for the approaches we mentioned before thefset
versions is considered to have been defined aipAsrRoy notes in this Forum, this may cause andiha
between the wish to take into account every coadxé/version and the wish to obtain some usefutlosions.

It is perhaps because of this dilemma that Roy Had earlier proposed the notion of approximatelyust
conclusion: a formal assertion that is verified & the versions, except a few ones, which aresicemed
negligible.

When we consider preference-related parameterbjr@ possibility is based on the idea of trying to
progressively reduce the set of versions consideféis means using RA throughout the whole decision
process as a tool to guide that process. The decisiling process will reiterate phases of elicitand RA. In
elicitation phases, the DM will be questioned abpatameter values, possibly indirectly, withoutuesting
precise numbers (e.g., the answer can be an ihtenva comparison relation between two parametens)l
noting that difficult elicitation questions may la&oided at early stages (allowing the DM to leaafobe
answering). The DM’s answers will then be useddostrain the set of versions considered. In RA pbathe
robust conclusions corresponding to the versioag@be discussed. This may in turn motivate negitaion
guestions, when returning to an elicitation phase.

If this third possibility is adopted, then RA beaesninteractive, which is best achieved when theigtse
software to aid the DM and (possibly) an analystirdy the successive iterations. We next provide two
examples of such software.

VIP Analysis (for details see [2])

This software is intended to support choice densiosing additive value functions, allowing to dreatust
conclusions when using different versions for tbaliag weightsKy,...,k). In elicitation phases, the DM may
indicate any information that can be translatech dmear constraint, such as intervals for weightsveight
ratios, parameter comparisons (elg.> k), or holistic comparisons (e.gg; is not worse tham,). In RA
phases, VIP Analysis uses linear programming tatifle the minimum and maximum value that each
alternative may achieve, as well as the minimum magimum differences of value between each altemat
and the other ones.



The outputs of RA indicate which alternatives arestnaffected by imprecision, indicating also the
versions leading to the extreme results (hencdimgvithe DM to ponder whether such versions arejpiedle
or not). In a choice problematic, RA also highlgkthich alternatives may be discarded (dominatequasi-
dominated with respect to versions), allowing agpessive reduction of the number of alternatives.

IRIS (for details see [5])

This software is intended to support sorting decisiusing Electre Tri models, allowing differentsiens for
the weights Ki,...,k) and cutting level ). It implements the idea of integrating RA with an
aggregation/disaggregation approach (parametereimée) proposed by [4]. In elicitation phases, desiinear
constraints on the weights, the DM may indicatdisgrexamples, which should be reproduced by IRISRA
phases, IRIS uses linear programming to show thgeraf categories where each alternative may bedsand
to infer which of the versions would satisfy thenstvaints with maximum slack. It also provides sagu&lance
when the inputs happen to be inconsistent.

IRIS encourages the DM to interact with it througfmmunicating sorting examples, aiming to reduce
progressively the interval of categories where edt@rnative may be sorted. As in VIP Analysis,3Rhdicates
the versions corresponding to extreme results fwamd best categories for each alternative), thuiing the
DM to ponder the acceptability of such versions.

In common, these tools implement RA as a tool id@a decision-aiding process, prompting questfonshe
DM to analyze, indicating what are the results maffected by his/her answers, and showing what lman
robustly concluded. The aim will not be to seleateasion, but to highlight a set of robust conabasi that is
found to be requisite (in the sense of [10]). Tiyjse of approach seems particularly well-suited mvitee RA
concerns parameters related with preferences,ahttie number of versions can be reduced as at refsul
learning or increased effort from the DM (it mag@be indicated for other parameters than can beskmwith
higher precision but at an additional cost, e.gtadrom surveys or experimental data).

When the motivation for RA stems from the existeatenultiple DMs, this type of approaches also seem
promising as tools to guide a group decision pracés such processes, many versions may be needed t
accommodate all the different views, and this $eteosions can be discussed throughout an intemptiocess
based on successive agreements. RA will show wdisagreement is stronger, it will motivate the &sto be
discussed, and will highlight robust conclusiongré@ment). Some steps exploring these ideas hayenbe
recently [1,3,8].
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