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Introduction

The latest issues of the EWG-MCDA Newsletter haws@nted several views on what is robustness asalys
this note, | would like to complement them deseripivhat is understood by such term, within the Baye
arena. Further details may be seen in Ruggeri €G4). The Bayesian approach to inference andsidec
analysis, see French and Rios Insua (2000), eaBgrstiggests:

* Modelling beliefs about a parameter of interestodiygh a prior which, in presence of further
information, is updated to the posterior.

» Modelling preferences and risk attitudes about fitrileria) consequences, with a multiattributdityti
function.

» Associate with each alternative its (multiattrigytesterior expected utility.
» Propose the alternative which maximises the pastexpected utility.

As in any quantitative approach, there are mamgars to check the sensitivity of the output (tpéneal
alternative) with respect to the inputs (model,dfsland preferences). In addition, since, in thésnework,
inputs to the analysis encode the DM's judgemestits,should wish to explore their implications awdgible
inconsistencies. The need for sensitivity analissisirther emphasised by the fact that the assedsofideliefs
and preferences is a difficult task. This is aneegly important point, as her judgements will keothrough
the analysis until they arequisite Robust Bayesian analysis guides this process.

The usual practical motivation underlying robusty8sian analysis is the difficulty in assessing phier
distribution. Consider the simplest case in whitlisidesired to elicit a prior over a finite set sthteso,
i=1,...,1. A common technique to assess a predi@)= pi, with the aid of a reference experiment, procees
follows: one progressively boundg@i) above and below until no further discriminationpisssible and then
takes the midpoint of the resulting interval as vh&ie ofpi. Instead, however, one could directly operate with
the obtained constraing$ <= 71(0i) <= pi, acknowledging the cognitive limitations.

The same situation holds when modelling preferen©eg might assess the utility of some consequences
through, say, the certainty equivalent method, thed fit a utility function. However, in reality,evonly end up
with upper and lower constraints on such utilitipessibly with qualitative features such as monigibnand
concavity, if preferences are increasing and rigse. These constraints can often be approxintgtesh upper
and a lower utility function, leading to the coresidtion of all utility functions that lie betweemetse bounds. If a
parametrised utility function is assessed, the trams are typically placed on the parameterdefttility, say
the risk aversion coefficient. Of course, in depéhg the model for the data itself there is tyficajreat
imprecision, and a need for careful study of madblstness.

A final comment concerning the limits of elicitatiacconcerns the situation in which there are several
decision makers and/or experts involved in thatation. Then it is not even necessarily possibéotetically to
obtain a single model, prior, or utility; one mighe left with only classes of each, correspondimgliffering
expert opinions.



Basic concepts

Robust Bayesian analysis provides tools to cheekirtipact of the utility function, the prior and thedel on
the optimal alternative, and its posterior expeatétity. We distinguish three main approaches tay®&sian
robustness. We illustrate it considering robustnei$s respect to changes in the prior, but simitsues are
raised when considering likelihoods and utilitids:guided tour” through these three approachegsésented in
Berger et al. (2000) and the references therein.

Informal approach

The first approach is thieformal one, which considers several priors and compaeguantity of interest (e.g.,
the posterior mean) under them. The approach isp@pular because of its simplicity. Its rationaehat since
we shall be dealing with messy computational proislewhy not analyse sensitivity by trying only some
alternative pairs of utilities and priors? Whilgstlis a healthy practice and a good way to stagérssitivity
analysis, in general this will not be enough andsiveuld undertake more formal analyses: the limitechber

of priors chosen might not include some which ammpgatible with the prior knowledge and could lead/¢ry
different values of the quantity.

It is worth mentioning that the consideration dfréte number of utilities links clearly with mulbjective
decision making problems.

Global robustness

The most popular approach in Bayesian robustnessalied global sensitivity All probability measures
compatible with the prior knowledge available anasidered and robustness measures are computeel jsar
varies in a class. Computations are not always si&e they require the evaluation of suprema afitha of
guantities of interest.

The robustness measures provide, in general, a ewthit, in principle, should be interpreted in the
following way:

1. if the measure is “small’, then robustness is agdeand any prior in the class (possibly one
computationally simple) can be chosen without rete\effects on the quantity of interest,

2. if the measure is “large", then new data shoalddyuired and/or further elicitation narrows tless,
recomputing the robustness measure and stoppiimgtias previous item; o.w. ....

3. ....ifthe measure is “large” and the class cannanbdified, then a prior can be chosen in the diags
we should be wary of the relevant influence of clwice on the quantity of interest. Alternativelg
may use an ad hoc method such asGiminimax to select an alternative.

Given a clas$ of prior measures, global sensitivity analysid wiually pay attention to the range of variation
of a posterior (or predictive) functional of inteteas the prior ranges over the class.

Local robustness

The last approach looks fémcal sensitivityand studies the rate of change in inferences aesidns, using
functional analysis differential techniques, sushFaechet derivatives of posterior expected w#itand their
norms, total derivatives or Gateaux differentials.



Decision and utility robustness

An important and occasionally controversial isssi¢hie distinction between decision robustness apdated
utility robustness. A variety of situations may dhoFor instance, when performing sensitivity anialyg may
happen that expected utility changes consideraldly virtually no change in the optimal Bayes actiemen if
the utility is fixed.

Foundations

A number of results show that we may model impienisn beliefs and preferences through a class of
probability distributions and a class of utilitynittions. These results have two basic implicatiéiist, they
provide a qualitative framework for sensitivity &rss, describing under what conditions we may utade the
standard and natural sensitivity analysis appradigierturbing the initial probability-utility assements, within
some reasonable constraints. Second, they poirthegobasic solution concept of robust approachess th
indicating the basic computational objective in Sgvity analysis, as long as we are interestedi@gision
analytic problems: that afon-dominated alternatived his corresponds to a Pareto ordering of decisibes,
see White (1982), based on inequalities on théepos expected utility.

As a consequence of this model, the solution cdrisgpe set of non-dominated alternatives. In scages,
non-dominance is a very powerful concept leading tonique non-dominated alternative. However, irstmo
cases the non-dominated set will be too large fayira final decision. It may happen that there seeeral non-
dominated alternatives and differences in expegtiites are non-negligible. If such is the case, should look
for additional information that would help us taluee the classes, and, perhaps, reduce the nomal@aiset.
Some tools based on functional derivatives totadidditional information may be seen in Martin &ids Insua
(1997). Tools based on distance analysis may beisdRios Insua (1990).

Stability Theory

Stability theory provides another unifying, genesahsitivity framework, formalising the idea thatprecisions

in elicitation of beliefs and preferences should affect the optimal decision greatly. Whetrong stability
holds, careful enough elicitation leads to decisiaiith expected utility close to the smallest achide; when
weak stabilityholds, at least one stabilised decision will haueh property. However, when neither concept of
stability applies, even small elicitation errorsyrmead to disastrous results in terms of largedssa expected
utility.

Conclusion

The approach we propose may be summarised as follmvwa given stage of analysis, we elicit infoipraion
the DM's beliefs and preferences, and considercthes of all priors and utilities compatible withich
information. We approximate the set of non-domidatelutions; if these alternatives do not diffes touch in
expected utility, we may stop the analysis; otheewive need to gather additional information, fdgsiith the
tools outlined above. This would further constrie class: in this case the set of non-dominatesiraltives
will be smaller and we could hope that this iteratprocess would converge until the non-dominagtdsssmall
enough to reach a final decision. It is conceivahl¢his context that at some stage we might notilble to
gather additional information yet there remain savaon-dominated alternatives with very differexpected
utilities. In these situationd, x G-maximin solutiongmay be useful as a way of selecting a single rtobus
solution. We associate with each alternative itgsivexpected utility; we then suggest the alteweatvith
maximum worst expected utility.
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