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1. Introduction

Robustness analysis has achieved a remarkable temgerin recent years. However, there is some saifu
about the different meanings that the term robsstiias received. For that reason it is necessatglitmit the
significance of the wordobustness&nd to pay special attention to studying robustme8ayesian Methods and
also in Multiple Criteria Decision Aid.

We know, perfectly well, that uncertainty is pretsend has an influence on every decision-makingeodn
But it appears in different ways, which is:

- We can not omit nor relegate it;
- We need to realize its importance;
- We must consider it in an appropriateine.

As Robustness allows us to experiment with unagstait is necessary to define its concept, itsigicance and
to emphasize its importance in the Multiple CradBiecision Aid field.

2. Robustness: concept, meaning and importance

The wordrobustnesss used very frequently in the Multiple Criterig&sion Making (MCDC) field. Recently,
it has been introduced into the Multiple Criteriadision Aid (MCDA) with a stable character.

It isn’t always clear what is the real meaningafustness. It can refer to: robust solutions, romethods,
robust processes and robust conclusions.

Robust Solutiongre those solutions that represent a processt @sthe one’s which appear after some
algorithmic application. Both, process and alganithave to lead and to help the decision makereamdifficult
task of choosing the best compromise solutionb®flecision problem he faces.

The term robustness is used to characterize theepsoworking or the algorithmic behaviour whose
objective is to reach the alternative set rankiagiib the presence of uncertainty.

Bernard Roy (1996) considers thamathodis a well-defined process kind ang@cessis a sequence of
instructions that, being applied to the set datdlem produces a result. The obtained result, gdgeconsists
of an acceptable solution to the problem. Everp dat is considered as an instance of the deqisaisiem.

A solutionis every assertion that tries to use the inforomationtained in the results referring to the same
or every pair of elements [process; a data sethxd in the decision-making problem.

However,robust conclusionglo not necessarily lead to the preference of awswn over another, to
choose one method or another, but they simply lingtoption scale offered to the decision maker.

3. The subjective aspect of Robustness

The robustadjectivereferred to methods, solutions or conclusioniséif is strongly subjective. It is essential to
make the reasons explicit and the factors, whicllpece arbitrariness, contingency and ignorance ggpect to
the questions which robustness is being studied.

In Phillipe Vincke's (1999) opinion the uncertaingources that have been considered as the most
important are the following:



1. The problem decision specifications asejally, very imprecise, unpredictable, not mucbvn and
not well defined.

2. The environment in which the decision tabe taken could affect the conditions, undercihthe
decision could operate.
3. The unstable and imprecise charactehefvalue systems and the decision-maker preferdraes

priority in deciding the feasibility and the relagiinterest of the potential alternatives.

4. The search for Robustness

Why are we doing research into robustness? Thetiqneseems to be unlimited, imprecise and subject t
innumerable different answers, so it is necessadefine it precisely. We look for robustness sat the can pay
attention to the needs, and the different typeoterns, which the decision-makers are worriediabo

Robustness must be studied in order to answer avistyor concern that the decision-maker or thdyaha
has declared during the steps of the decision mygkiocess.

The information received by the decision-makerter analyst must be sufficiently useful for thembt®
able to delimit the performance field in which, pvene of them has to operate and to think abobatT
information must be given in terms of solutions,tmeels and recommendations based on conclusionghwhi
must be taken into account contingence, arbitrasin@mprecision, that is, ambiguity in a large angblicit
sense.

5. Other Analyses in relation to Robustness Analysi

Robustness in Statistics

The term robustness is very often used in Stagistiorder to make reference to certain desiralégacteristics
of statistical processes. processis consideredobustwith respect to the deviations of the model hypeit
when the process continues working in a suitablg, w&en though, some of the initial assumptions rae
maintained.

The Bayesian researchers give a more specific mgaaithe wordobustnessThe selection of the a priori
distribution or the shape of the model that hasildesen for generating the data does not meatingfifect a
Bayesian application is robust if the unknown patemndistribution that follows.

In Hampel's (2001) opinion’Robust Statistics is the statistics process sifbitheory. It studies,
systematically, the deviation effects from thdahihodel hypothesis to the known processes ameciéssary, it
develops new and better processes”.

Sensibility Analysis

It is a systematic process used by exploring howgimal solution, in the paretian sense, is ableetict under
the changes that have been introduced in the limitinditions. Such changes are, usually, known eslihat
could be different in the future or some parametdrase subjective values could be questionable.

The analysis is based on the initial assumption tmimisation is the most important and desirable
instance by taking uncertainty as a potentiallyidetntal factor.
The objective of sensibility analysis is to analgsel to discover the sensibility strength of théroal solution
under the changes introduced in the essentialracfm insensitivity solution is considered a gagaportunity
and by introducing more linguistic confusion, itv¥ery often, named as a robust solution.

6. Robustness Analysis from the point of view of gnBayesian Decision Theory

The first studies and research



The Bayesian Decision Theory and the Inferenceshizie been severely criticised form various saufiaam
their beginnings. Perhaps, the main reason has theeextreme precision, which the input data migtve
under the Bayesian analysis. The starting pointasfous critics is very often the incomplete andiatise
nature of the decision-maker’s opinions and preifezs.

The need to know and to manage the uncertainty ginterfrom the imprecision and the lack of
completeness in such a decision making contexaniappropriate way, has led the researchers to amukio
investigate in certain scientific areas such aechaistic domination, robust Bayesian statisticaisibdity
analysis and alternative decision making inferenocéels (Rios-Insta, Martin, 1993).

The authors referred to have studied axiomaticdhbgenodelling the lack of completeness and thke tdic
precision in the decision-maker opinions and pexfees, using a utility function class and a prdigbi
distribution class.

In that way it is possible to unify and to suppedveral recent research sources, especially, in the
robustness and sensibility areas of Bayesian eciBheory and Statistics.

The robustness study loses part of its strengtheénExpected Utility Theory. A lot of experimentavie
proved that the Utility Theory isn't suitable endugnd it loses its validity from a descriptive poof view
(Rios-Instia; Gonzalez-Pachén, 1993).

It is necessary to continue doing research in alivections in order to provide the Expected Utitiheory
with the appropriate robustness.

Recent Approaches and New Study Directions

A lot of different studies and approaches have getefrom the European Working Group in Multiple t€ria
Decision Aid in relation to robustness analysis.

There are two different approaches in the MultiBléteria Discrete Decision Making Methods context,
which have a high priority and importance in relatio other proposals:

- Outranking Relations Methods;
- Multiattribute Utility Theory.

There are as many conceptual as operative probleitisthe point of view based on the Multiattributiility
functions. Those difficulties have led to the depehent of other Multicriteria Discrete Decision Miadg
Methods, perhaps, theoretically stronger but easiapply in real situations.

The main advantage of working with Outranking BindRelations is that the preferences are not
necessarily transitive and it is possible that safternative pairs are incomparable.

On the other hand, the transitivity and completenasist be present in every approach based onyutilit
functions.

What is the significance of Robustness Analydisdrfield of the Bayesian Decision Theory?

The Bayesian approach, with respect to both, tferénce and the Decision Analysis, essentially satggthe
following actions (French; Rios-Insua, 2000):

1. To model opinions about a certain paramethich has interest in the initial instance, timthe
presence of additional information, will be update@ posterior instance.
2. To model the decision-maker preferencestheir positions in relations to the risk of #wepected

multicriteria consequences, using a multiattributikly function.
To link every alternative with its expedtmultiattribute utility a posterior.
To propose the alternative which maximittee expected posterior utility.

hw

7. The Robust Bayesian Analysis



The practical motivation underlying the Robust Bsaga Analysis is the problem, which has the priori
distribution evaluation.

A similar situation appears in the decision-makefgrence modelling, in the sense that during tbeeh
development there is considerable imprecision éndéita. In that case it's necessary to make audlgbranalysis
of the robustness model.

Berger et al (2000) have proposed three main appesafor studying the Bayesian Robustness:

a. Informal Approach.
b. Global Robustness.
C. Local Robustness

The Informal Approachhas obtained a lot of popularity due to its siniplicso that it is generally used. This
approach represents a good initial measure to begansibility analysis but it isn't enough andestimore
serious analyses should be carried out.

In the context of Bayesian Robustness Study, tisélewn approach is th8lobal Sensibility Analysis
Every one of the likelihood measures in accordawith the available knowledge is considered and the
robustness measures are computed as variatiohs initial conditions inside a class.

The Local Robustnesgapproach looks for a local sensibility and it $gdthe trade-off among the
inferences and the decision by using differengahniques of functional analysis (Rios-Insta, 2004)

These different approaches, of the robustness dtadythe Bayesian point of view have given riseio
important but occasionally problematic discussionelation with the meaning of robustness, in batdgcision
and an expected utility function.

If we want the robustness studies to actually heoientific strength it would be necessary to stthabir
bases in depth.

8. Conclusions about the latest tendencies in RolduBayesian Analysis

The different approaches that the research hasopedphave a procedure that could be summarizelein t
following way:

1. In a certain step of the analysis, some informatigth reference to the decision-maker's opinions,
believes and preferences are obtained and the offagsitial instances and utilities that are in
accordance with such information are considered.

2. The next step consists of reaching an approximatibthe non-dominated solutions set. If these
alternatives are not very different from the expdattility, the analysis could stop; otherwiseyduld
be necessary to obtain additional information, pld by using some of the Bayesian Decision
Analysis appropriate tools.

3. The situation could limit the category even morethiis case, the non-dominated alternatives sébwil
smaller than the previous step and it could beiplesthat this iterative process could convergeap
the limit where the non-dominated set is small goto reach a final decision.

4. If in a certain step of the process it were notsfimie to obtain additional information, several non
dominated alternatives with different expectedtytiiunctions could be kept.

9. General Conclusions

In the broadest sense of the word, the robustrtegly sequires us to determine: What is robustn&ghy is
robustness looked for? In relation to what isutlgd?

After having fulfilled this initial stepve need to determine what is the robustness aiplica
environment.

It is quite clear that the recent studie3heory Decision have making the tendency toswm®r
robustness as a very important tool in the Multiphiteria Discrete Decision Aid; it is necessary to
recognize the different points of view that existrobustness analysis. The study of robustness must
be outstanding not only in the Outranking Relatitbethods but in Bayesian Decision Analysis as
well.



Obviously, the suggested approaches ényetype of study have many differences among them;
their bases and starting points are not the saorethgt reason, they must be handled very carefully
and effort must be made to avoid wrong conclusishen the same “term” robustness could receive
a different meaning in every field.

In the present paper, the most impoitieds that must be used in every field have beeealdged,;
the new approaches and the suggested terms fogmgnabustness analysis have been explained.

Nevertheless, it is necessary to recegttiat we are in a particular section of Decisitredry, in
general terms, that needs to continue being reseadnsot only through strong studies like the ones
already presented, but in other directions thatsieebe very promising.

Independently of the point of view unddnich robustness is studied it is necessary tazeal
without any doubt, that it's a powerful and usebdl to face the uncertainty that is usually présen
every decision making process.
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