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Prequential AUC for Evolving Data Streams 

New challenges for data mining algorithms! 

• Limited time 

– examples arrive rapidly 

– each example can be processed only once 

• Limited memory 

– streams are often too large to be processed as a whole 

• Concept drift 

– data streams can 

    evolve over time   
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• Holdout 
     [e.g., Kirkby 2007] 

• Test-then-train 
     [e.g., Kirkby 2007] 

• Block-based evaluation 
     [e.g., Brzezinski & Stefanowski 2010] 

• Prequential accuracy  
      [Gama et al. 2013] 

• Kappa statistic  
     [Bifet & Frank 2010, Zliobaite et al. 2014] 
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𝜅 =
𝑝0 − 𝑝𝑐
1 − 𝑝𝑐
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• Quantification of ROC analysis 

• Performance of a ranking classifier 

    averaged over all cost ratios 

• Several assets 

– Probabilistic interpretation (WMW) 

– More discriminant than accuracy [Huang & Ling al. 2005] 

– Suitable for imbalanced datasets 

• Data streams 

– Only on entire streams, holdout sets, or incrementally 
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Main idea: 

 Calculate AUC prequentially after each example with a  sliding 
window forgetting mechanism 
 

• Keep instance scores in a sorted structure 

• Remove oldest instance before adding a new one 

• Scan through the sorted structure to calculate AUC 
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                                                    [Wu, Flach, Ferri 2007] 
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Prequential AUC for Evolving Data Streams 

Red-black tree as a sorted structure 

Add O(log(d)) 
Remove O(log(d)) 
Iterate O(d) 
Space O(d) 
 
d: window size 
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Prequential AUC for Evolving Data Streams 

Red-black tree as a sorted structure 

Add O(1) 
Remove O(1) 
Iterate O(1) 
Space O(1) 
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Prequential AUC for Evolving Data Streams 
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Prequential AUC for Evolving Data Streams 

• Calculated after each example 

• Constant time and memory 

• Suitable for imbalanced data 

• Forgetting mechanism 

• Can be used with drift detectors (PH Test) 

13 



• Data stream mining 

• Evaluation measures 

• Prequential AUC 

– Algorithm 

– Properties 
• Visualization 

• Consistency and Discriminancy 

• Processing speed 

– Model selection and drift detection 

• Conclusions 

Prequential AUC for Evolving Data Streams 14 



• Four alternative ways of computing AUC: 

– Traditional (batch) 

– Incremental 

– In blocks 

– Prequential 

• Block and prequential AUC are less pessimistic 

• Prequential AUC offers the best visualization in the 
presence of concept drift 

• Important for drift detection 
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• Often a single numeric metric is more useful than an 
entire plot 

• Prequential AUC can be averaged over time 

• Better than batch AUC for streams with drift 

• What about stationary streams? 

– Is it identical to batch AUC? 

– If not, is it consistent? To what degree? 

– What is the range of possible absolute errors? 
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Is averaged Prequential AUC equal to batch AUC? 

Not always. It depends on the order of examples. 
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Is averaged Prequential AUC consistent with batch AUC? 

Statistically, but not strictly. 

 

Huang and Ling proposed the notion of strict and statistical 
consistency, discriminancy, and indifference [Huang & Ling al. 2005]. 

 

We have experimentally shown that Prequential AUC is statistically 
consistent and comparably discriminant compared to batch AUC. We 
have also compared Prequential AUC to AUC calculated on blocks, 
which is less consistent and less discriminant. All measures have a 
very low degree of indifference. 
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• Exhaustive rankings from 4 to 10 

• All possible orderings of all possible pairs of rankings 
for all possible window sizes 

• For a dataset with np minority class examples and n 
examples in total this gives 

𝑛
𝑛𝑝
+ 2 − 1

2
∙ 𝑛!  pairs 

• Three different class ratios (50%, 34%, 14% minority) 
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What is the range of absolute errors? 

Decreases with window size. 
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Block AUC has larger errors than Prequential AUC and 
is on average overly optimistic. 



• Verify processing speed, consistency, discriminancy, 
and interpretability on larger datasets 

• 7 algorithms: 

– NB, VFDT, DWM, ACE, Online Bagging, Lev, OAUE 

• 14 datasets 

– 2 real and 12 synthetic 

– different class ratios (1:1, 1:10, 1:100) 

• Various types of drift 
– gradual, sudden, virtual, combined real and virtual, no drift 

• Seperate tests for drift detection using AUC and Acc. 
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• Checked for a stationary and driftng stream 

• For a window of d = 1000 examples prequential AUC 
was only between 0.50% and 0.90% slower than 
prequential Kappa 
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• Data stream classification 

• Prequential AUC 
– Suitable for imbalanced data 

– Statistically consistent with traditional AUC for stationary streams 

– More discriminant than accuracy 

– Constant time and memory 

– Forgetting mechanism 

– Virtual drift detection 

• Future work 
– Different drift detector 

– Scored AUC 
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Thank you! 

Prequential AUC for Evolving Data Streams 32 



Prequential AUC for Evolving Data Streams 33 



 

Prequential AUC for Evolving Data Streams 34 



Prequential AUC for Evolving Data Streams 35 



Prequential AUC for Evolving Data Streams 36 



Prequential AUC for Evolving Data Streams 37 



Prequential AUC for Evolving Data Streams 38 



Prequential AUC for Evolving Data Streams 39 



Prequential AUC for Evolving Data Streams 40 



Prequential AUC for Evolving Data Streams 41 



Prequential AUC for Evolving Data Streams 42 



Prequential AUC for Evolving Data Streams 43 



Prequential AUC for Evolving Data Streams 44 


